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ABSTRACT

The number of replications required in a particuperiment depends on the magnitude of differarieaded for
detection and the inherent error variability in thesponse. This paper describes Bayesian approach f
determination of the number of replications, baseadprior information on heterogeneity in experinarftelds in
terms of coefficient of variation (CV) on lentikskyield. The distribution of observed CV was fotmbde a shifted
log-normal distribution taken as prior informatiofor such a distribution, the Bayesian value wataoted as a
function of an assumed ratio of variances of pdatributions of the means. The number of replarai under the
Bayesian methods, declined with the ratio. Furth#ére replication increased with the observed lewél
heterogeneity. For CV less than 16%, the frequentikie for number of replications were less thlaose under the
Bayesian, while above that level the trend wasrsad
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INTRODUCTION

In experimental studies, replication is one oftfliee cornerstones of statistical inference ad-rer's 3Rs [9]. A
valid estimate of experimental error variance carobtained only when there are replications andtkeision of
an experiment can always be increased by additim@lcations. Several authors, including Goldstging1);
Pham-Gia and Turkkan (1992); Josegtlal (1997); Sahu and Smith (2006) and M’Letral. (2008) have proposed
Bayesian criteria for sample size determinatioredasn posterior variances [7,13, 10, 17 and 12k haeposed
Bayesian criteria for sample size determinationetlasn posterior variances. Gittins and PezeshRQRbave
proposed a criterion for Bayesian sample size fodies where the goal was to maximize an expectiity u
function [6]. Bayesian sample size method for plence study using a single non-gold standard gistio test has
been discussed by Adcock (1995); Raheteal. (2000) among others [2 and 14]. Wang and Gelfar@DZ?
considered Monte Carlo methods for the Bayesiamptmasize determination (SSD) problem [19]. Antd2003)
emphasized that within practical limits; any dedidegree of precision ordinarily may be achieveddplication
[3]. Replication are needed for 1) providing anireate of experimental error, 2) improving the psémi of an
experiment by reducing standard deviation of theaimé@.e. standard error), 3) increasing the scopé¢he
experiment, and 4) controlling an error variancegbyuping similar experimental units together irgplicates [8].
In variety trials, the effect size is the standaedi mean difference among treatments (genotypesiitivars) an
investigator is interested to discover [1bherefore, to determine the number of replicatidins, required to give a
reliable evaluation of the significance of diffeces associated with differential treatments. Bayesipproach
provides a procedure for making decision under dag#y by integrating with prior information on fzeneters
such as coefficient of variation. This paper ddéssi Bayesian approach for determination of the munudf
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replications, based on behavior of data sets imgesf coefficient of variation from crop varietyats. Analytical
approach and R2WinBUGS software have been usetidarumber of replications (sample size) calcufatio

MATERIALS AND METHODS

Replication with power consideration

In a normal population, the determining sample s&zédased on detecting significant difference leemv the
population meany() and a given valueug) intended for it with a given Type | error rai€) @nd a power (1)
wherep is Type-Il error rate. Type | error rate is prottighof rejecting the valuey, for the population mean when
it is the true value, and is based on the tessstat

=y_#o
o2

r

Z €y

Also, Type Il error rate $ is probability of not rejecting (i.e. accepting)day, as true mean when an alternative
value is true. In above statistic, r is the numiifereplications, ands? is population variance [11]. The distribution
of Z is standard normal distribution. The number@plications, associated with Type | error and @od- [ is
given by

2 (3o +aonl)

or,
cv 2
2 (o w0
wherez, is thea-quantile of standard normal distributio, is the difference between the true mean and thengi
value, whered = p - y,. Also % can be expressed % = CS—V , wheres* =E. Similar expressions have been

presented by [16] in context of design of experitn&de write the percentile from normal distributi¢d, 1) as

1
f_zo"‘o\/%e‘ixzdx=a or z,=®(a), ris sample sizecis standard deviation and!is the standard

normal quantile function.

Dataset

The data were a set of CVs on seed yield from 22lItrials conducted by ICARDA during 1999-20@%ior
information on mean and variance of the shifted- lagrmal distribution of (CV) was used. For Bayesia
simulation method on CV for trial 'i’, sagv;, compute a transformed data vajye= log(cv; — a). The model used
wagzg~N(y;, 02). We further assum~N(u, oﬁ). The priors forse.and o, were assumed as uniform (0, 100),
half-normal (0, 0.05) and gamma (0.05, 0.5).

Bayesian approach to determine number of replicatio

Bayesian approach for determination of number gfication is reflected in setting prior informatida]. We
present the case where records of prior estimdtesean and CVs values are available and the pridasets
allowed examining the distribution of these twograeters. The prior information on parameters migsilt from a
series of already observed CVs datasets. The Bayédierence is obtained in terms of the probabdistribution
of parameters such agu and 0?) for the CV data. The conditional distributionwiknown parameter CV& ,
say given the observed CV =y may be expressdd@sy) LI g(8) f(y/8) . called thea posteriorior simplya

posterior density function of@ , which is obtainable from the famous Bayes’ Thevavailable in standard texts

[5]. This aposteriori probability density is used to obtain the expeatatlie of & as an estimate 6, mean,
standard error and its confidence interval, caBagesian confidence interval, or, credible interviad determine
the number of replications, CV data is very infotime about the quantity being estimated, and then a
uninformative prior is an easy choice. Posterigdirtive model have assessed by Gelmaal. (1996), which
reflect their roles in determination of sample g Based on an experience of fitting distribatto the CVs, let
CV follow a shifted log-normal distribution, i.eod (CV-a) follows a normal distribution with a meand a
standard deviation [18]. Takg* = log(y; — a) and y;~N(t;,0?) for a series of i=1,2,...,k values of CV, say
arising from k trials. Assuming that~N(t, 62), the posterior estimation af given information ofy; can be
computed as in the following.
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*

* 0
E(tly) = 1 1 3)
252
Where y* = mean(y;) = %Z yi = %Zlog(yi —a). Let o¢ = 0?/m, o? =s?, wheres? is an estimate ofg?
obtained from fitting the distribution to the obged series of CVs. The above formula can be expdeas
Yi Y
L+
. s2 " s2/m
E(tily)) = ﬁ
52 + s?/m
or,
o Yitmy
E(tily)) = 1+m 4)

As in above, m, the ratio of variance of the skiifieg-normal distribution to variance of its meaargmeter may be
assigned a fixed value. Using equation (2¢an be computed as follows

O' 2
r= [E] [Zl—a/z +Z1—B]2 =0%c (5)

r

where 6 = o/u the coefficient of variations* = (u— po)/u and ¢ = (zy_q/2 + z1-p )2/5*2. Thus, 6 =

=

Having observed a value of C¥;, = y; we can use equations (4) and (5) to produce

Bly) =257~ tog(y; —a) = log( =~

or,
2

P+ my*
s

RESULTS AND DISCUSSION
Selection of Priors
The choice of priors for Bayesian analysis was nmaméwest value of deviance information criteri@iC). The
DIC values were -85.63, -6519.19 and -347.27 fordlpriors, respectively. The best prior set basetalf normal
(0, 0.05) was selected. The posterior mean of efpration (2) based on the half normal prior and fwill be
called NR from Bayesian simulation approach. Thgdaian codes can be obtained from the first author

Table 1: Discrepancy statistics values for selectioof the priors for CVs datasets

Priors model 5 [3 pD DIC
P: -85.24 -84.85 -0.39 -85.63
P, -84.94 6349.32| -6434.2% -6519.19
Ps -217.67 -88.07 -129.60 -347.27

where:
Priors model Parameters
O¢ Gu

Py Uniform(0, 100) uniform (0,100)
P, Half normal (0, 0.05)] Half normal (0, 0.0%)
Ps Gamma(0.5, 0.5) Gamma(0.05, 0.5

N

where 5 = posterior mean of (- 2 x Iog—likelihood)D: - 2 x log-likelihood at posterior means of paraiees. pD = effective number of

parametersDIC= Deviance information criterion.

131
Pelagia Research Library



Siraj Osman Omeret al Euro. J. Exp. Bio., 2014, 4(6):129-133

Determination of number of replications (nr) usingfrequentist and Bayesian analytical methods
From Table 2 give NR using frequentist and Bayesaaalytical method. The Bayesian analytical value a

tabulated for 10 values of m, m = 0, 0.1, 0.2, 0@5,1,2, 4, 5, 10 covering a reasonably wide eafog likely
values forg? ando?.

Table 2: Number of replication (NR) using frequentst and Bayesian analytical method

' Frequentist Bayesian analytical method (m%/o?
0,
TralNo | CV% | " rethod | 0 | 0.4 0.2] 029 08 1] 2] 4] 5 1
5.7 2.6 2.6 3.4 4.1 4.5 6.1 8.4 112 136 143 1587
7.1 3.9 3.9 4.8 5.5 5.9 7.4 9.6 120 142 148 16.71.1
10.4 8.5 8.5 9.2 9.8 10.0 11)2 127 143 156 161®.8| 104
10.5 8.6 8.6 9.3 9.9 100 113 128 14.3 1b.7 1616.8| 10.5
10.8 9.2 9.2 9.9/ 10.1 10 118 131 146 158 1616.9| 10.8
13.3 13.8 13.8 142 144 146 151 1%7 164 169.11 174| 133
14.6 16.6 16.6 16.7 168 168 140 17.2 1y.4 17.5.61 17.7| 14.6
23.5 43.2 43.2 404 38 372 334 291 2p.0 21.9.22 19.6| 23.5
27.5 59.1 59.1 54.4 50.p 48]9 426 3%4 288 24.B.02 20.5| 27.5
CV: coefficient of variation, the parameter$ ands¢ are fory; ~N(z;,02) and wherer;~N(z,0) y; = log(cv + 13.6).
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Figure 1: Sample size (r) of number of replicatiorin Bayesian approach for different values of ma? /a3 for each observed values of CV

The number of replication (NR) based on CV undeyd3&n analytical approach has been presentedginlfFi
When the CV was 5% and 7%, the NR in frequentigiregch was 3 and 4 respectively. The NR for Bayesi
analytical approach increases with m for C¥5% and decrease for C¥23%. Fig. 1 indicates the decrease in

replication with m for C¥ 17% approximately, and increase for CV> 17%. Baye approach of number of

replication estimation may need more investigattorgonsider use the CV% as a measure of varialoitibecause
of existence of outliers in CV% across heterogeaamyironments.

Bayesian determination of number of replications uisg simulation

Table 3 shows the frequentist estimate and postereans of Bayesian estimates for number of regicausing
simulations. The Bayesian estimate of sample si#s=d on CV was considered at m=1. The Bayesiaroapipr
based on priors under modelyielding higher number of replication that frequsnapproach.

Table 3: Frequentist and Bayesian estimates of Nureb of the Replication (NR) corresponding m= 1

CV% Frequentist method Bayesian analytical Bayesian simulation, m=1
(NR) (NR) NR SE | MCerror] 2509 mediah 97.50p%6
5.7 2.6 6.1 11.0 10.1 0.17 0.3 8.1 36.8
7.1 3.9 7.4 11.§ 10.3 0.16 0.5] 9.0 37.1
10.8 9.2 11.8 15.0 10.6 0.14 1.4 12.4 404
13.3 13.8 15.1 174 10.p 0.16 2.2 15.p 43/0
14.6 16.6 17.0 18.8 11.p 0.16 2.9 16.p 455
23.5 43.2 334 31.0 158 0.26 5.5 30.L 63,8
27.5 59.1 42.6 38.2 20.6 0.35 6.9 36.[L 770

Where NR=number of replications, SE=standard démmatMC error= Monte Carlo error.

In Table 3, the results of this set of experimamasfirmed that the trials with unusually high CV&quired larger
number of replication due to variance estimationBhyesian simulation approach, posterior meangfcations
are higher than their respective medians throughodicating their skewed distribution on the riglanger tail) NR
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values under frequentist were less than that uBdgesian approaches when the CV level is up to &b#e for
CVs higher than 15%, the frequentist values ar@drighan the Bayesian values. Generally, numbeepiications
will increase with the increase in CV.

In general, in field crop research, decision oricafions is required at the experimental desigrelleln practice,
Bayesian estimation of number of replication fosigaed experiments in crop variety trials has eatived much
attention. In an ongoing variety trial, conducteegiomultiple locations and years, information isitable on trial
mean and heterogeneity in term of error varianag @W. In this paper, we have discussed simple nusthaf
estimating the number of replication in crop trisdgegrating the prior information on CV with thercent CV of
field that can be used for determining the numbfereplications in future trials. Furthermore, thegression
estimates show that CV is positively correlatedhwitumber of replications, indicating that the numioé
replications will increase with CV. The resultstbis chapter highlighted that Bayesian determimatibnumber of
replications very reasonable in comparison with t¢hessical approach. In crop variety trials, with &r more
genotypes one normally considers number of rejpdinatbetween 2 - 4, which are found too low whesidfi
heterogeneity exceeds 10% in term of CV valuehénpresent evaluation using Bayesian approaches.

CONCLUSION

Replication is one way of increasing the precisiba statistical estimate, and this simple fa¢hesbasis of sample
size determination. The coefficient of variatiorrésjuired to determine number of replications. B#e approach
has advantage of incorporating prior informatioy8sian i.e. posterior means for replications wegher than
their Bayesian medians throughout. Consistent miffees were found in replication numbers obtainethfthe
three methods. Therefore, the replications maydmsidered by rationalizing the three values, éemputed using
frequentist, Bayesian- analytical and Bayesianutation methods presented here.
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