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Correlation

• Quantitative variables, linear relationship.

• Correlation does not imply causation.

• Correlation value vary from -1 to +1 
-1 indicates perfect negative correlation, and +1 indicates 
perfect positive correlation. 0 means no correlation.

• Correlation Significance 
depends on the correlation value and number of observations 
(test using t-test against 0).
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Excel - Correlation

Treatment: Phosphine, PH3 (mg/l)
Subject: Storage Pests (R. dominica)
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Excel – Analysis ToolPak
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Excel – Analysis ToolPak (continue)
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Excel (Analysis ToolPak) - Correlation
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GenStat - Correlation
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GenStat – Correlation (continue)
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Correlation Abuse!

Correlation does not provide any information about the slope of the linear dependency
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Regression Analysis

• The goal of regression analysis is to use the data on 
some objects to predict values for another object.

• If X predicts Y it does not mean that X causes Y.

• Accurate prediction depends heavily on measuring 
the right variables.
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R – Squared (R2)

• R-squared is a statistical measure of how close the 
data are to the fitted regression line.

• It is the percentage of the response variable variation 
that is explained by a linear model.

• Yes! It is squared of 
Correlation R value.

𝑹𝟐 = 𝟏 −
𝑺𝑺𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍𝒔
𝑺𝑺𝒕𝒐𝒕𝒂𝒍
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Linear Regression Analysis
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Importance of Graphics!

All four sets are identical when examined using simple summary statistics (i.e. mean, 
variance, correlation, and regression), but vary considerably when graphed
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Linear Regression

• When the regression model contains one dependent 
variable and one independent variable, we call the 
approach simple linear regression.
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Nonlinear Regression

• When there’s one predictor variable but powers of 
the variable are included (e.g. X2, X3, etc.), we call it 
polynomial regression (e.g. quadratic or cubic 
regression). 
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Multiple Regression (Linear & Nonlinear)

• When there’s more than one predictor variable (e.g. 
X1, X2, X3, etc.), we call it multiple linear regression.
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Models Uncertainty

George E. P. Box

Essentially, all models are 

wrong, but some are useful
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Excel – Scatter Plot & Add Trendline
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Excel – Linear Regression
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Excel – Linear Regression, No Intercept
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Excel - Nonlinear Regression, Polynomial
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Excel (Analysis ToolPak) - Regression
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Excel (Analysis ToolPak) – Regression (continue)
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GenStat – Simple Linear Regression
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GenStat – Simple Linear Regression (continue)
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GenStat – Regression, Standard Curves
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GenStat – Logistic Regression (S-Shaped Curve)
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Thank You

Questions?

Japanese attitude for work: 

If one can do it, I can do it. If no one can do it, I must do it.

Middle Eastern attitude for work: 

Wallahi... if one can do it, let him do it. 
If no one can do it, ya-habibi how can I do it?
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Statistical Details (Skip if you’d like)

ҧ𝑥 =
σ𝑥𝑖
𝑛

𝑉𝑎𝑟(𝑥) =
σ(𝑥𝑖 − ҧ𝑥)2

𝑛

𝑆𝐷 𝑥 = 𝜎 = 𝑉𝑎𝑟(𝑥)

𝑍𝑖 =
𝑥𝑖 − ҧ𝑥

𝑆𝐷(𝑥)
~ 𝑁(0, 1)

𝑥1, 𝑥2, … , 𝑥𝑛 ~ 𝑁(𝜇, 𝜎2)

𝑡 =
ҧ𝑥 − 𝜇

𝑆𝐷 𝑥 / 𝑛
~ 𝑡(𝑛 − 1)
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Statistical Details (Skip if you’d like)

𝐶𝑜𝑣(𝑥, 𝑦) =
1

𝑛 − 1
෍(𝑥𝑖 − ҧ𝑥)(𝑦𝑖 − ത𝑦)

𝐶𝑜𝑟(𝑥, 𝑦) =
𝐶𝑜𝑣(𝑥, 𝑦)

𝜎𝑥 𝜎𝑦

𝑏1 = 𝐶𝑜𝑟(𝑥, 𝑦)
𝑆𝐷(𝑦)

𝑆𝐷(𝑥)

𝑏0 = ത𝑦 − 𝑏1 ҧ𝑥

ො𝑦 = 𝑏0 + 𝑏1. 𝑥


