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DEFINITIONS OF TERMS

A measurable characteristic of an individual Is called a
variable. Examples of varlables are ylelds of wheat plots,

weights of animals, helights of barley plants and numbers

of kernels per head. There are two kinds of variables:

|. Discrete, or count, variables take only Integral values
for example, number of diseased plants in a plot .

2. Continuous, or measured, variables which can take any
value over a small range. An example is the weight of
grain from a plot of wheat.

A single measurement of a variable is calledancbservation
of that variable. An example is the yield of one plof of
barley in an experiment.

The observations in a particular set, or group, of obser-
vations are called the data in that set. All of the yields
from a single wheat experiment are the data from that ex-
periment.

. A population consists of all possible observations of a

variable. The |limits of a population should be carefully
defined, but oncethese limits are set any observationwlth-
in the limits is a member of the population. For example,
a variable might be the yleld of a hectare of wheat. The
population might then be defined as wheat ydelds on all of
the hectares in Syria on which wheat is grown. The yleld
of any hectare of wheat In Syrla would be a member of the
population.

A sample is a set of observations taken from a population,
If ylelds of wheat per hectare in Syria are the population
wheat ylelds per hectare in Aleppo province could be 3
sample from the population.

A parameter Is a summary number used to describe a popula-
t+ion. For a given population a parameter is a constant,
f1xed value. For example, the average yield per hectare
would be a parameter of the popul ation of wheat ylelds In
Syrla.



7. A statistic is a summary number used to describe a sample.

10.

.

For a glven population a statistic is a variable because
I+s value wil| change from one sample to another within

the population.

An experiment is a planned Investigation to discover new
facts or fo confirm or deny the results of previous invest-
igations. For example, to find the most suitable wheat
variety for the rainfed area of Syria we could conduct an
experiment which included a large number of varieties and
hope to be able to select the one which is best.

A treatment is a procedure whose effect on the experiment-
al material |s to be measured. In a variety trial each
variety would be a different treatment. The addition of
nitrogen fertilizer to a plot would be a treatment in an
agronomic experiment. In some experiments doing nothing
at ali might be one of the treatments.

An experimental unit Is the plece of experimental mater-
Tal on which one freatment is applied. In a variety trial
the plot would be the experimental unit, while In agraz-
ing trial a single pasture might be the unit.

A sampling unlt is the fraction of the experimental unlt
on which the effect of the treatment Is measured. 1 the
four center rows of a six row plot are harvested foryieid

+he four rows would be the sampling unit.

An experimental design is a set of rules by which the
treatments to be used in an experiment are assigned to
the experimental units.

When a treatment appears more than once in an experiment,
t+he treatment is said to be replicated.

A group of uniform experimental units is called a Block.
In many agricultural experiments each treatment is assign-
ed once, and only once, in each block and, hence, one
replication of the set of all treatments occurs in ablock.
For this reason a block is often referred to as a repl Ica-
t+ion In agriculture. This is not strictly correct because
in some experimental designs the units are not grouped
Into blocks even th ough each ireatment occurs more than

once.



In other designs there are fewer units In each block than
there are treatments in the experiment.

15. The variable which is measured on an experimenal unit is
often called the yleld. The weight of grain on a plot,
for example, would be the yield of that plot.



BASIC STATISTICAL COMPUTAT | ONS

Symbols and Subscripts : Suppose we have a | ist of numbers:
, 3 5 4, 3, 2,6,5,8,7, 4

We use a letter, such as x, y, z, to stand for any number in
the list, We Indicate a particular number in the list by put-
+ing a subscript on the symbol for the number. | f x* stands
for any number in the above list x; .would stand for the num-
ber In the position designated by the subscript 1. for this
list:

X" 3 xg= .6
X,® 5 X = 5
X4= 4 xg= 8
X4= 3 Xg™ 7
Xg" 2 X" 4

We usually use the letter n to stand for the number of
values in the |ist. For the above |ist n=10. We also some-
+imes use the letters m,p,r to stand for the count of numbers
in a list,

We can choose any symbol to designate the entries in a
list, and we can use any letter to indicate the count of
numbers in the list. For example, it would be equally correct
to use y; for a number in the above list, and p to stand for
the count. In this case y, = 3, Yg= 6, and p= 10.

Often, In statistics, we have to deal with a set of
numbers arranged In rows and columns. An example Is the ar-.
ray of numbers

This Is an array with three rows and four columns. We can use
subscripted letters to stand for any number in the array.



For example we might use X for this purpose. In thls symbo|
the first subscript Is the number of the row in which the
number is found, whlle the second subscript designates the
column, For the above array

X" 2, X12° 5, X 3" 3, xl4=22

Xp1= 1o Xpp® s Xgz® 2 X" 2

3, X.o= 4,

X31” 32
Summation notatlon : One of the most frequently used arith-
metic operations in statistics is finding the sum of a Iist
or array of numbers. We indicate this operation using summa-
+lon notatlon. Suppose we have the list

X|s Xp1 X35 Xgr X5 Xg

where x, stands for any of the 6 entfries in the list. We can
 ndleath the fotal of all of the numbers by the symbol

6

Ifa X = X|Xg*Xg Xt XgHXg

this symbol means : start with the number whose subscript

Is one, add to it the number whose subscript is two, and con-~
+inue adding numbers, increasing the subscript each time by
one, until the number whose subscript is six has been added.
As an example, suppose we have the list

4, 1,43, 2,5, 2,3

and let Y| stand for any number in the Iist. For this list
the total’ number of entries Is n=8. We can indicate the sum
of all of the numbers In the Iist by the symbol

8
J=1

thls symbol stands for the fol lowing operation :
8

i YJ = Y|+Y2"'Y3+Y4"Y5"'Y6"Y7+Y8
J=1



substituting the numbers for thelr symbols we have

8 ‘
-3 v - 441 +4+3424542+43 = 24

' A common operation in statistical analysis Is to find
the sum of the squares of a |ist of numbers. We can indicate
t+hls operation using summation notation. |f x, stands for any
number in a list of n numbers, the sum of squéres of all of
the numbers is symbolized

n
2 2 2
ixi x'+x2+... + X

h n
i=1

Given the list, symbolized by Xp
1, 2, 6, 3, 4

the sum of squares of these numbers Is

5 1

2 2 2 2 .2 .2 2 .2 .2 22, ,2
Ifl X =Xy *Xo +x3+x4+x5= | +2+6'+3;‘4=,

|+4 +36 +9 +|6 = 66

be careful to distinguish between the symbol

g .2 N
g X and the symbol ( 2 Xi) .
i=1 i=)

The first symbol says to square the numbers before they are
added, while the second says to first find the sum then square
+he sum. For the above |ist we have T

5
£ x 2 1% 2% 62+ 3%+ 4%= 66
i=l

5
(5 xi)2= (1 +2 +6 +3 +4)%= (12)%= 144
i=l
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We can also use summation notation t+o indlicate various
sums of numbers in a two-way array. Suppose that x,. is the
symbol for any of +he numbers In the following arré%

2 2 4 3 5
3 | 2 2 4
4 5 3 | -2

This array has p= 3 rows andr= 5 columns. To indicate the
sum of all of the numbers we would use

> 3 3
fél = Xij " f§, (%, * X2* X13*% 14" Xi5

= (X)) 1% g* X 3*X 4% 5) ¢ (X, +Xpg*Xp3*X9s**p5) *

| (xg) *X3p*X35" %34 X35)
Substituting the numbers for their symbols we have

3 5

S 5 x = (242 44 43 +5) & (3 4] 42 +2 +4) +

i1 jat
(4 +5 +3 +| +2) = |6 +12+ 15 = 43

Simliarly,
3 2 2 2 2.2 .2 2 2.2.2.,2
s = x, 2 = (2202504530050 (3241242%42%40%) +
i=1 J=I
(424524324124 22) = (4s 44,16+ 9+ 25) +(9+ |+ 4+ 4+ 16
(16+ 25+ 9+ |+ 4) = 50+ 34+ 55 = {39

Note the difference between é% :g xiJZ, and

i=1 j=!

3 2 2 2 2
3 x, % @r 22443050 (341 +242+4)

il gel W )

L, aese3e 1022 (e 2+ 219 %

256+144+4225 = 625
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And '
3005 |
s = xu)2= [(2020443+5) + (3014202¢4) + (4+5+3+|+2j2
el el
=[i6+12+15) %= (43)% = 1849

BASIC STATISTICS

In every statistical analysis three types of statistics
are almost always computed. These are :

Means, Variances and Standard Errors of the means.

Means : The mean of a set of n observations, Xps Xos e X

is the sum of the observations divided by the number of ob-
servations. The mean Is usually symbolized by

X = (x|+x2+h.-+xn)/n.

We express the mean in summation notation as

x = ( 251 x;)/n
i=1
Given the set of observations, symbolized by Xp

3, 6, 2, 5, 4, 3
we see that, for this set, n=6. The mean, x, of the set Is
6
X = (Eé%xl)/n = (x|+x2+x3+x4+x5+x6)/6
= (3+6+2+5+4+3+)/6 = 23/6 = 3.83

Variances : The variance of a set of n observations, X,
Xas ... » X, Is the sum of squares of the difference between
+he observations and their mean divided by one less than the
number of observations.

The variance Is usually symboli:zed by 52 (s-squared)
using summation notation, the defining formula for the vari-

ance Is n

o2= s (x;-x )2/(n-l)
‘ i=|
Note that it can be shown that

n
j;: (x.- x )° = x 2. (jg: x; )/n
= =i =

which is often an easier form to use in computer



We should examine th Is expression In detall :

X 2, X ?+x 2+---+x 2. This term Is called the Raw, or

Unca?}eéfed,isum of squalfes.

n
(EZ xi)Z/n = (x,+x,
i=1 :

Correction term , symbolized c.t.

+X +..~+xn)2/n. This term is called the

The raw sum of squares minus the correction term is called
Sum of squares, symbollized SS.

The divisor of sz, n-1, is called the Degree of Freedom
symbolized by d.f.
From this we see that the following relationships hold :

2= _ n n 2
s é(xi—x 12/ (n-1)= [Z xf—(i X, )/n] /(n=1)
i=1 i=1 1=l

=I:Raw ss-c.+.J /{n=1) - = 85/d.f.

Suppose we compute the varlance, 52, for the set of
numbers, 3, 6, 2, 5, 4, 3, for which we computed the mean :
| 6
' X,= 3+6+2+5+¢4+3 = 23
i=l '6 ) )
2. C.T. =2 x)%/n = (23)%/6 = 529 /6 = 88.17
i=|
6
3. 2 x 2% 3%6%02%05%04%3% = 99.00 = Raw S.5.
i=1

4, SS = Raw ss - C.T. = 99.00-88.17= 10.83
5. s2 = §S/d.f. = SS/(n=1) = 10.83/(6-1)= 2.17

Standard Errors : The Standard error of the mean of n obser-
vations, x,, X,, -+», X_, |Is The square root of the varlance
of the obs rvaglons ~diPided by the number of observations.
The standard error of the mean is usually symbolized

by Sg By definition we have

S; = SZ/n
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2 For the set of data we have been examining we have
s = 2.17 and n=6. The standard error Is

s =\/57/n - \[2.17/6 - \.36 = 0.60

EXERCISES

For the following exercises let
{x'} = 2,1,6,3,3,4,17,6, 8,2

{yJ'} = 6,2,5 38,2, 8
(z, )

= 2 4 I 3 5
| | 3 6 2
5 2 5 | |
3 2 5 I 4

|. What.ls the numerical value of

2. What Is the num erical value of
214 8 —————

235::.___-——-—-—



4. What is the numertcal value of .

LAY
i

5
Ty e—
=1

5 Me

2

Zija ————

M

4
=3

—
n
Ce

u




5. For the set {xl}

x=l

i

5S
df

6. For the set {Y‘J}

éyJ

Jj=1

O
-
u
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EXPERIMENTAL DESIGN

We have taken a brief look at the basic tools of statis-
tics. We are now ready to see how these tools can be used
in the design and analysis of agricultural experiments. To do
this we can take a look at an example : suppose we have a
wheat breeder who wants to compare the yleld of a new varlety
with that of an old variety. He has two basic objectives in
making the comparison. The first is to answer the question
is there difference in yield between the two varieties ?
The second objective, which is related to the first, Is to
estimate the size of the difference.

As might be expected, the answer to the first question
involves a test of hypothesis. We set up the hypothesis that
there Is no difference in yield and hope that the data lead
us to reject this hypothesis. We meet the second objective by
computing an estimate of the difference, preferably an Inter-
val Estimate. Almost all agricultural experiments are con-
ducted for one or both purposes : testing of hypothesis and
estimation of differences In the effects of different treat-
ments, and to obtain information on why the treaitments behave
as they do. The role of experimental design In this process
is to provide efficlent and precise information to meet these
experimental object!ves.

Suppose the wheat breeder decided to conduct an.
experiment to compare the new variety with the old., He could
plant one variety on one plot and the other variety on an-
other plot, At harvest time he could then observe the differ-
ence In yields between the two plots. There Is one obvious
drawback to this procedure the breeder would have no way to
determine how much of his observed difference was due +o a
true difference between varieties and how much was due to the
natural variation found In all blological material. This
random variation among.plots, or experimental units, treated
alike Is called Experimertal érror . This does not mean that
mistakes have been made in conducting the experiment. Rather
it 1s due to Blological variation, Soil variation, Variation
In technique, etc. The breeder must have a measure of ex-
perimental error If he wants to test the difference between
varieties or to compute an interval estimate of the differ-
ence. To measure experimental error the breeder must repeat
or réEllcafe, each variety more than onetin his experiment
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Replication serves a number of purposes In an experi-

mental design :
I. It provides an estimate of experimental error because it
provides several observations on experimental units re-
- celving the same t+reatment.

2. |t increases precision by reducing standard errors. Re-
call that a confidence interval estimate of. a mean is

glven by .
LMY ek zt o« \s%/n,

where n Is the number of observations, or repllcations.
As n increases the width of the confldence interval dec-
reases. Hence the estimate o;/“C becomes more preclse.

3. |+ can broaden the base for making Infrenece. As replica~
+jon Is increased a wider variety of units can be brought
info the experiment, and the results will apply over.a
wider variety of conditlons.

Replication Is not the only factor which must be consi~-
dered in deslgning an experiment. Suppose t+he breeder had ar+
ranged his experiment in the field in the following way :

( N = new variety, 0= old varlety)

N{o|N|[O|N|O|INJO|N]|O

e > ' > A—%>Low
Fertiltlty

7
Y

High

Now, suppose that there was a fertillty gradient In the
field ranging from high at one end to low at the other. In
each pair of plots the new variety has been placed on The
higher fertility level. A dlfference between the new and the
old may be partly a variety difference and partly a fertility
difference. Placement of the plots Is sald to be blased In
favor of the new variety. We would like fo el iminate this
bias by arranging the treatments so that no treatment is con=
slstently favored by being placed under the best conditions
in the experiment. To do this we use a process called

Randomization.
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By randomization we mean that treatments are assigned to the
experimental units In such a way that any unit is equally
{ikely to recelive any treatment. In some experimental designs
randomi zation is restricted in certain ways, but In nodesign
is it completely eliminated. We will discuss the randomiza-
tion procedure as we discuss the individual designs.

There are a couple of purposes for randomization in an
experimental design :

. To eliminate blas. Randomization Insures that no
treatment is favored or discriminated against by
it+s assignment to plots In the design.

2. To assure independence among the observations.
This Is necessary to provide walid significance
tests and interval estimates.

We need to consider one additional feature of a good
experimental design. This Is the feature called Local control
or Blocking. Under this procedure we arrange the experimsnt-
al material into groups, or blocks of more or less uniform
experimental units, The t+reatments are then assigned at ran-
dom to the units, or plots, within the blocks. As an example,
suppose we wanted to conduct an experiment in a field in
which there Is two types of soil. We could have one block of
plots on one soll type and another block of plots on the o-
ther. Treatment comparisons would then be made on the same
soil types, and differences between soil types would not be
a factor in the comparisons. There are several reasons for
blocking : '

. It can increase the precision of an experiment.
Di fferences among blocks are removed from experi-
mental error in the analysis of the resulfs.

2. Treatments are compared under more nearly equal
conditions because comparisons are made within
blocks of uniform plots,

3. |1t can sometimes increase the information from an
experiment. Blocks need not be placed at.the same
location. By placing blocks at different locations
a wider variety of conditions can be sampled by an
experiment.
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In summary, then, a good experimental design has ele-
-ments of the folldwing characteristics :

1. Replication
2. Randomlization
3. local control, or Blocking.

Fleld Layout

In constructing the field plan for the experiment there
are a number of questions which need to be considered. Among

these are :
|. Are there any gradients In slope, fertiltity, drain-

age, etc. 1n the field belkng considered ?

2. |s there anything, such as trees, buildings, wlnd’
breaks, etc., which might cause di fferent results
in one part of the field than in another ?

3. How are the treatments to be applled, and how are
ylelds to be determined ?

4. |s It necessary to be concerned about border:effects 7’

[f there are gradients in the field a general rule is
that the plots should be grouped into blocks. The blocks
should be rectangular with only one or t+wo rows of plots, and
should be placed perpendicular to the gradient. The plots
should be long and narrow placed so that the long dlrection
is parallel to the gradient. To 1llustrate this, suppose an
experiment is to be conducted on a sloping field. The fleld
plan would appear as

Biock |

Block [l

Slope

‘Block 111
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On the other hand, if the field appears to be falrly
uniform, or 1f there is no pattern to the variability there
would be no basis for blocking, and they probably should not
be used. Under these conditlions square plots are usual ly more
efficient than rectangular plots. In general, the more vari-
able is the field the larger should be the plot.

If possible the experiment should be located at a dist-
ance from bulldings, wind breaks, and other things which
might affect the results. 'If this cannot be done plots which
might be affected should be grouped into one block and the
other plots into other blocks.

Conslderation should be given, in the fleld arrangement
to the equipment to be used to apply +he treatments and to
measure yield. Space must be left at the ends of the plots
so that the equipment can be operated without affecting other
plots., If space is foo limited to permit this an experimental
design should be chosen which will permlt the equipment to be
operated over several plots before turns or changes are re-
qulired.

Plants at the edges of plots behave differently than
do plants in the center of plots. This is because plot edges
recleve different amounts of sunlight, dl fferent amounts of
molsture, different competition from plants in adjoining
plots, etc., than do the centers of the plots. Such differ-:
ences are called edge, or border, effects. Border effects
must be accounted for when measuring plot yleld, It is usual-
ly assumed that yields at the center of the plot are more
typical of what happens In practice than are ylelds at the
border. Hence ylelds are usually measured only on the center
of the plot. This may be accomp | ished by removing the borders
before yield is measured, or, for row-seeded crops, measuring
yleld only on the center rows of the plots. In any case plots
must be big enough to permit measurement of yields free of
border effects.

Successful Experimentation

There are number of steps which should be taken in plann-
ing and conducting a successful agricultural experiment :

). Define the problem - state the problemclearly and.con-
cisely. |f the problem cannot be clearly defined there
is |ittle chance that It can be solved.
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*5,
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9.
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State the objectives- this may be In the form of ques-
+lons to be answered, hypotheses fo be tested, or ef-
fects to be estimated. When there is more than one ob-
Jective, list them In order of Importance.

Critically analyze the problem and the ob jectives -
what is the present status of knowledge concerning the
problem ? Will the experiments add to this knowledge?

How do the objectives bear on +he solutlion of the pro-
blem.

Select the treatments - +reatments should be used whose
evaluation will answer the objectives of the experiment.

Select the experimental material - the material should
be representative of the population on which you wish
to test your treatments and make your inferences.

Select an experimental design - as a general rulechose
the simplest design which will give you the precision
you require.

Select the experimental unit. For field experiments
with plants this means declding on the size and shape
of the plots.

Control the effects of adjacent plots on each other -
this Is usual ly done by plot borders and by randomiza-
tion,

Decide on the data to be collected - the data should

properly evaluate the treatments In line with the. ob-
Jectives. Additlonal data should be taken to explain
why the treatments perform as they do. ’

Outline the statistical analysis and summary of resultts =
wrlte out the analysis of variance table Including

 sources of variation and degrees of freedom, along with

planned F tests. Outline the tables to be used to sum-
marize the results.
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At this polint the plan should be reviewed by your col-
leagues and by a biometriclan. They may have Ideas on
points you might have overlooked, and on ways in which
the experiment might be improved.

Il1. Conduct the experiment - follow your experimental plan.
I f errors occur elther correct them or make note of
them so they can be taken Into consideration in the ana-
lysis. Avoid fatigue in collecting the data. Immediate-
ly check observations which seem out of line. |f nece-
ssary to copy data, check the copied flgures against the:
originals.

*12, Analyze the data and interpret the results. Follow the
analysis you have outlined, and conduct the planned
signlflcance tests. Interpret your results In light of
the experimental conditions and previously established
facts. Don't accept a statistically significant result
if i+ appears to be out of Iine, but Investigate the
matter further,

*|3, Prepare a report of the research - "The job is not fin-
Ished unti! the paper work Is done". There Is no such
thing as a negative result, Lack of-signlficance may
Indicate that there Is no real difference among the tre-
atments used.

*Points at which the blometrician may be of particular
assistance.

(The above steps were adapted from "Statistical Methods
for Agricultural Research" by T.M, Little + F.J. HIlT)
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COMPLETELY RANDOM!ZED DESIGN

Characteristics : The completely randomized deslign for p
freatment has rp plots., Each of the p +reatment Is assign-
ed at random to r of the plots.

Example : A wheat breeder wanted to compare the ylelds
of six new varletles : 1, 2, 3, 4, 5, and 6. He ran an.ex-
periment using a completely randomized désign replicated four .
times. (For this trial p= 6, r= 4). At harvest time he measur-
ed the yleld on each plot. The field pian and-ylelds (:7/ha )
were as follows : ( variety numbers are circled )

o ECRECHECRICEES

1.51 1.16 | 1.49 | 1.43 | .60 | 1.22

@ (6 |® |6 |0 |®

9 | t.46 | 1.30 | 1.20 [1.54 | 1.33

Calculations for statistical analysis :

|. Make a table of ylelds, treatment totals, and treat-
ment means :
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In general :

Treatment Yield Total Mean
! Yiu Yizoocee Ve | T 7
‘ Ya Yz e Yo | T2 Y
Pl et Ypz ot Yer | T Y
Sum G ;
Where : le = j+h'yield on the I th treatment
TI = g;% Yij = Sum of ylelds on the | th treatment

J=1
TI/r = Mean yleld on the 1 +h treatment

yl

P
G = = T, =Grend total of all yields

~<u
b}

G/rp = Grand mean of all ylelds.

In our numertcal example we have :

Varlety | Yield (T/Ha) Total | Mean

1.5/ 1.49 1.54 1.55]| 6.09 1.52
.60 .90 .74 .66 | 2.90 72
1.43 1.46 1.26 1,28 ] 5.43 1.36
1,30 1.20 1.33 1.26 | 5.09 1.27
.16 1,22 1.16 .12 | 4.66 .16
.98 .90 .76 .82 | 3.46 .86

RV W N -

Sum 27.63 .15
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§|= T /4 = 6.09/ 4 = 1.52

G = .égl T

i

y = 6/ (4)(6) = 27.63 /24 = 1.15

= |,51+ 1,49+ 1,54+ |.55 = 6.09

= 6.09+2.90+5,43+5.09+4,66+3.46 = 27.63

[1. FI11 in a table of preliminary ANOVA computations :

I In general :
Source of | Number of Observat ions Sum.of Raw s
varlation [Totals squared | per total (Total P 0%©
Correct lon | rp 62 | cr=6%/rp
Total rp ! S Ey 2 iiy 2
IRIRANAN PN
)
Treatment P r % T2 ZTZ /r
i S |
i=] i=J
For the Numerical example we have
Source of | Number of Observations |[Sum of Raw ss
Variation [Totals squared |per total (Total)
Correction | 24 763.4169 |CT=31,8090
Total 24 | 33,7709 33,7709
Treatment 6 4 134.5783 33,6446




- 23 -

Sample Computatlons :

2 2

G™= (27,63)" = 763.4169

CT= 6%/rp = 763.4169/24 = 31,8090

S 5152 = 1.51241.49% .. v, 26%0 .82% 33.7709
[

2. 17 - 6.09%42,90%..
i:

.+3.462= 134.5783

-—

-

3 Tiz)/r = 134.5783/4 = 33.6446
i

I1l. Complete the analysis of varlance, ANOVA , table.

ANOVA
Source of | Degrees of Sum of Mean
Variation | Freedom Squares Square . F
Total rp-1 SSTOT
Treatment p+i SST MST FT
Error pir-1) SSE MSE
4 CV =

Standard Error =

Calculations :

Except for the "Error" line, entries In the first three
columns of the ANOVA table are taken from the prelimi-
nary table : i

a- Source of varlation =(:) with "correction" omitted.

=@ minus |

c- Sum of squares =(®) minus "CT"

b- Degrees of freedom
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2. For "Error" line
a- Degrees of Freedom = Total d.f. - treatment d.f.
a p(r-1)
b- SSE = SSTOT - SST

3. Mean squares (not computed for total)

a- Divide sum of squares by degrees of freedom on same
line.

4. Fy = MST / MSE

5.4cv =\ ME/ Y 100
6. Standard error = V MSE/r

For the numenical example we have :

- 1ANOVA
Source d.f. S.S. M.S. . . F
Total 23 1.9619
Varlety 5 1.8356 3671 52.44
|Error 18 1263 .0070

gcVa=73%
Standard Error = .0418

Sample Computations :
a- "Sources" from (:)

b- Degrees of freedom = (2~ |
Total, 24 -1 = 23
Treatment, 6= 1 =5
Error, . 23 -5=18-= 6(4-1)

c- Sum of squares = (5)- CT
SSTOT = 33.7709 - 31.8090 = 1.9619
SST = 33.6446 - 31.8090 = 1.8356 -
SSE = SSTOT - SST = 1.9619 - 1.8356 = 1263
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d- Mean square = SS/d.f.
MST = |.8356 / 5 = ,367I
MSE = ,1263 / 18 = ,0070

F.r a MST / MSE = ,367!1 / .0070 = 52.44

f- 4 CV = (\/MSE / y )00 = (\/.0070/|.|5>|oo= 7.3 %

g- Standard Error =\/MSE / r =\/.0070/4 = .0418

Significance Test : in the analysls of variance table is
used to test the slganicance of differences among treatment
means. We look In the F table for the 5 ¢ and 1% F values

using the column for p-| degrees of freedom and the row for

p(r-1) degrees of freedom.
If F. is larger than the 1% F the defferences are " Highly Sig-

nificant ". If F. is smaller than the 1% F but larger than the
5% F the differences are "'Significant' . If FTis smaller than
the 5% F the differences are not significant.

o
i

For the numerical example look in the column for
p-i = 6-1 = 5 d.f. and the row for p{(r-l) = 6(4-1) = |8 d.f.
The 5% F is 2,77 and the 1%F is 4.25. Since 52.44 is greater
than 4.25 the differences among the mean ylelds of the six
wheat varieties are highly significant.

Presentation of Results : The results of the statistical an-
alysis may be presented in a table of means, with their stand-
ard error and a statement of the significance of the differ-

ences.,
For the numberical example the results are summarized
as follows:

Mean yield (T/ha) of six new wheat varieties

Standard
Variety | 2 3 4 5 6 error
Mean yleld** | 1,52 ,72 .36 1.27 1.16 .86 .042

*¥*% Diffcrences are significant at the | § level
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Exercise: An agronomist wanted to determine the effect of

Five weed control chemicals; A, B, c, D, and E, on the germ=
ination of barley. He obtalned 20 large pots of soll and plant-
ed 100 barley seeds in each pot. He then applied each chemic-
al to four pots, selected at random from the 20. He placed

the pots on a bench in +he Green House, and after 14 days h2
counted the number of seeds which did not germinate. The lay-
out and the number which did not germinate are as follows

A D E C

® ® ® 0 ®
® 60 0 ® ©
66 6 0
66 6 © O

Analyze this data from a completely randomized design.
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ANOVA work sheet for completely randomised design

Preliminary Computations

Source of Number of Observatlions | Sum of
Varlation Totals squared | Per total | (total)

Correction |

Total ]
Treatment

ANOVA

Source df SS MS F

Tofél
Treatment

Error

4% cv =

Standard Error =
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RANDOMI ZED BLOCK DESIGN

CHARACTERISTICS : The Randomized Block Design for p treatments
has rp plots arranged into r blocks (groups of plots) with

p plots in each block. Each of the p treatments Is assign~
ed at random to one plot In each block.

For example: an agronomist wanted to determine the gffect of
spacing between rows on the number of tiilers per m produc-
ed by barley. He chose four row spacings 15 cm, 20cm,

25cm and  30cm as hls treatments. The field in which the
experiment was conducted varied in soll fertility from one
side to the other. To remove the effect of this dlfference
he used a Randomlzed Block Design with five blocks. At matur-
ity he counted the number of +1llers per m* In each plot.
The field lay-out and the tiller count are shown In the fol-
lowing plan:

& Fertl 11ty ————>

ole| ®ol O @
205 178 180 210 185
© | 0| 0| O] O
172 197 215 182 183
®|lo| @ |0
164 177 192 200 190
|l ®| 0| @ O
170 161 172 164 223

" BLOCK I IT pani ‘A p's
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Calculations for statistical Analyslis :

|. Make a table of ylelds arranged by block and treatment.
Compute block totals, and +reatment totals and means :

Block
Treatment | | 2 coe r Total | Mean
' Y Y12 ir L' IR
2 Yor Y2z 0 Vo T, | Y2
p Yor  Ypz ot Yor Tp Yo
Total B, B, .-- B. G y
Where :
Yij*© Yield of the 1th treatment in the jth. block.
r
T;= §: Vij = Sum of ylelds on the ith treatment.
J=1

; = Ti/r = Mean yleld on the ith treatment.

<1

RILE
=z = Bj= Grand Total of all yields.
| J=1

(N.B: A good check of calculations Is to see that both
treatment totals and block totals sum to the grand totfal).

P
Bj = EE; yij*® Sum of ylelds on the jth block.
G = T

i=

y = G/rp = Grand mean of all ylelds.
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For our numberical data we have

B L O CK

Treatment | 2 3 4 5 Total Mean
| 205 197 215 210 223 1050 210.0
2 170 178 192 200 185 925 185.0
3 i164 177 172 182 190 885 177.0
4 172 161 180 164 183 860 172.0
Total 711 713 759 756 78l 3720 186.0
Sample Calculations :
205+197+215+210+223 = 1050

5
T.= i y =

§|= T,/r = 1050 / 5 = 210.0

4
B, = Ty g = 205+170¢164+172 = 711

|=I

o

i=1
5

Y

J=i

1

1050+925+885+860 = 3720

= G/ rp = 3720 /(5)(4) = 186.0

71 1+713+759+756+781 = 3720
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2. Fill in a table of Preliminary ANOVA computations :
Source of Number of . = |Oservations| Sum of , Raw SS
Variation Totals squared |per Total (TotaD‘| @/B
Correction | rp G CTnGZ/rp
o -
Total rp | 2Z 42 £ y1j2
N [N
Biock r p ?sz (ilsz)/p
Treatment p r ‘<T|2 (%Tiz)/r
'Example H

ForﬁThe.numerica[ da}a Thé preliminary ANOVA computa-: -
tions are : o . ‘

Sample Computations :

r=25, p=4, rp = 20

&%= (3720 )%= 13,838,400

cr= 6%/rp = 13,838,400/20 = 691,920
-3 Eyij'2= 205241972+, .. +1642+1832= 697,884
i J

Source of Numbér of ° Obser;a+lons‘5um of 2 Raw SS
Variation Totals squared | Per Total (Total) C)/L;L
Correction . 20 13,838,400| CT=691,920
Total 20 | 697, 884 697,884
Block 5 4 2,771,468 692,867
Treatment 4 3,480,950 696,190




2
-3 By = 7112+7132+7592+7562+7812= 2,711,468

J

(Z sz) /p = 2.771,468/4 = 692,867
J

i

(£ 7,2) /r = 3.480,950/5 = 696,190
' R
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iT,Z = 10502+9252+8852¢8602 = 3,480,950

3. Complete the analysis of variance, ANOVA, table :

ANOVA

Source of Degrees of Sum of Mean
Variation Freedom Squares Square F
Total rp-| SSTOT
Block r-I| SS8 MSB Fg
Treatment p-| SST MST Fy
Error (r-1)(p-1) SSE MSE

$CVa

Standard Error =
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Calculations @

Except for the "Error" |ine, entries In the first three
columns of the ANOVA table are taken from the table of
Preliminary Computations :

a- Sources of variation =(:)wifh "Correction” omitted.

b- Degrees of freedom =(:)minus |
c- Sum of squares =(®) minus "CT"

For the "Error" line

~ a- Degrees of freedom = Total d.f.-Block d.f.-Treatment

d.f. = (r=1)(p-1)
b- SSE = SSTOT - SSB - SST

Mean squares (not computed for total)

a- divide the sum of squares by the degrees of freedom
on the same line.

F column

a- Fg = MSB/ MSE

b- Fp= MST/ MSE

gcov= ( MSE/y ) 100

Standard error =\/MSE/ r
Example : For the numerical data given above we have :

ANOVA
Source d.f. 5S - MS F
Total 19 5,964
Elock 4 947 236.75 3.80
Treatment 3 4,270 | 1,423.33 22.86
Error 12 747 62.25
| 4 CV = 4.2%

. Standard Error = 3.53
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Sample Computations :
- Sources of Varlation = (:)

- Degrees of Freedom = (:)- |
Total, rp - 1 = 20 -1 =19
Block, r-=1=5-1m= 4
Treatment, p - 1= 4 - 1= 3
Error, (r-1)(p-1) = (5-1)(4-1) = 12 = 19-4-3

- Sums of Squares, (:) - CT

Total = 697,884 - 691,920 = 5,964 = SSTOT
Block = 692,867 - 691,920 = 947 = SSB
Treatment = 696,190 - 691,920 = 4,270 a SST
Error = 5,964-947 - 4,270 = 747 = SSE

- Mean squares, SS/df
MSB = 947/4 = 236.75
MST = 4,270/ 3 = 1,423.33
MSE = 747 / 12 = 62.25

- F, MS/MSE
Fg = 236.75/62.25 = 3.80
Fr = 1,423.33/62.25 = 22.86

- 4CV = (\MSE/Yy ) 100

= (\[62.25/186.0) 100 = 4.2%
- S+andard Error =\/MSE/r
=\[62.25/5 e 3.53

SIGNIFICANCE TESTS

Fp may be used to test the significance of the di fferences
among the treatment means. We look In the 5% and i9 F table
+o find the F value in the column headed p-1 degrees of free-
dom and the row for (r-1)(p=1) degrees of freedom. If F Is
greater than the 1$ F the dlfferences are termed highly sig-
nificant; if Fy Is greater than t+he 5% F but smaller t+han the
1% F the differences are termed "Signlficant”, If F. is ;mal—
ler than the 5% F the differences are not considereg signifi-
cant. :
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Fg glves us Information about whether blocking was ef-
fective in increasing the accuracy of the experiment. If Fg
is greater than the 54 F for r = | AND (r = 1)(p = ) degrees
of freedom then blocking increased the accuracy.

For the present example at p-1 = 3 and (r=D)(p-1) =12
d.f. the 1% F is 5.95 and the 5¢ F is 3.49. Since 22.86 is
greater than 5.95 the di fferences among the treatment means
are highly significant. For blocks the 5% F at r-I= 4 and
(r-D)(p-1) =12 d.f. 1s 3.26. Since 3.80 Is somewhat larger
than 3.26 there is an indication +hat the accuracy of the
experiment was increased by blocking.

Presentation of Results

The results of the statistical analysis can be summarized In
a table of treatment means together with thelir standard error
and a statement about the significance of the di fferences.

The numerical example might be summarized in the fol-

lowing way:
Mean number of tillers per len barley sown at different

row spaclings.

Standard
Spacling 15 cm 20 cm 25 cm 30 cm Error
Mean** 210.0 185.0 177.0 172.0 3.53

*% Signlficantly different at The 19 level.
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Exercise

An experiment was conducted to measure the dl f ferences
in yleld among six varieties of wheat. Because the experiment-
al site was sloping a randomized block design was used toell-
minate the effect of slope. The fleld plan and ylelds are as
fol lows :

Block

®© | ®]| @ ® ® ® I

2208 2750 2844 1615 2250 3034

G |O®|® ® ®

2844 | 2156 2396 2823 2354 2854 Lo

elo|lo|le|lo | @ | g

2033 1908 2000 1575 2050 2117

||l oelo|®| ®| g

2650 1958 2358 2458 1967 2475

Conduct a statistical analysis of the results of this experi-
ment.
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ANOVA work sheet for Randomized Block Design :-

. Prellminary Computations

®

@

®

@

®

Source of -Number of Observatlions Sum of Raw SS
Varlation [Tota's squared | Per Total (Total)2 | @/Q)
Correctlon | CT=
Total |
Block
Treatment
2. Analysis of Variance

‘Source d.f. | SS | MS | F

Total

Bliock

Treatment

Error
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FACTORIAL EXPERIMENTS = TWO FACTORS

CHARACTERISTICS

in a Factorial Experiment the treatments conslsts of comblin-
ations of two or more levels (quantities ) of the two or more
of the factors of production. For a complete factorlal set

of treatments each level of each factor occurs together with
each leval of every other tactor. The total number of treat-
ments |s the product of the number of levels of all of the
factors. The treatments are usually applled 1o plots ina "
randomi zed block design, although any other design might be
used.

For example suppose an agronomist wanted to see how
Nitrogen and Potassium fertilizer, both alone and in combin-
atlon with each other, would affect the yield of bariey. Sup-
pose he wanted fo use t+hree levels of Nhtrogen: None (Ng),

25 kg/ha (N)), and 50 kg/ha (N2) and two levels of potassium:
None (Ko) and 25 kg/ha (K{). He could use a factorial ex-
periment with two factors:

Factor A= Nitrogen at 3 levels : Ng, Ni, N2
Factor B= Potassium at 2 levels : Ko, Ky .

The factorial set would contain 3x2 = 6 treatments:
. No Ko 3. N Ko 5. N Ko
2, No Kj 4, NI Ki 6. N2 Kj

Suppose he conducted the expefiment in 3 Randomi zed
block design wlth three blocks. The fleld plan and yleldmight
be as follows :-

BLOCK G T juni

NKp | Ngko | NoKy | NiKi Noko | NpKo
220 | 195 | 1.26| 1.0} t.224 2.13

Ny, | Noky | Npko | Niko | MNoKi NiK
207 | .52 | 1.es]| 1.6 | 1.82] 1.80

NoKo | NjKo NoKo | N2K NoK| NiKo
1.52°| 1.55 | 1.47 1.88 | 1.67 |.62
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Calculations_for Statistical Analysis : Two Factors

Factor A at a levels, factor B at b levels. Randomi zed
block design with r blocks. (In this example factor Als
Nitrogen and factor B is Potassium, a=3, b=2, r=3) Let

y = yleld on the ith level of factor A, jth level of
factor 8 in the kth block.

Tables of Totals:

1. Make a table of totals arranged by factor A and factor B:

FACTOR B.
Factor A | 2 oo b Sum
l T'lo le e le Al
2 T21. T22, oo T2 , Az
a Tal Tag ... Tab Aa
Sum B By ces Bb G
Where r

Tij = £ yijk = Sum of ylelds on { th level of A, Jth
k=l
level of B, summed over blocks.
Aj = %f'r;j = Sum of all ylelds on Ith level of A.
J™
a
B; = = Tij.= Sumof all ylelds on Jth level of B.
i=

] .
6= = Aj= 2 Bj= Grand fotal of all ylelds.

P= j=1
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Il. Make a table of block totals:

Block ] 2 P r Sum
Sum Rl RZ o o Rr G
in which

3
R = EE Ei yijk = Sum of all ylelds in the kth block.
1=l

iéf Rk= Grand total of all ylelds.
k= |

in our example we have :

I. Nitrogen X Potassium totals

Potassium
Nitrogen 0 | Sum
0 4,21 4,45 8.66
| 4,78 5.69 10.47
2 5.83 5.87 i1.70
Sum . 14,82 16,01 30.83
Sample calculaflons:
3
Ty =|§ Vg = 152 147 ¢ 1220 4.2
Al £T1~42l+445=866
JB

By n:%: Ty ® 4.21 + 4,78 + 5,83 = 14.82
I=|

G =

Mo

2
A = = 8 = (8.66+10.47+11.70)
J=! 7 . (14.82+16.01) = 30.83

i=
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1|, Block totals

Block 1 T T Sum
sum | 10.80 9.77 10,26 30.83
Sample Calculations :
3 2 |
Ry =L ygyc 1e52e1.5201.55+2.2941.752. 1= 1050
=1 e |
- g = E R, = 10.8049.77+10.26 = 30.83
kel |

{I1. Fill a table of preliminary ANOVA computations :



@
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@

®

Source of | Number of Observations | Sum of 2 Raw S
variation | Totals Squared Per Total (Total) (3) /b
Correction 1 rab 6 CT = ?/rab
a b r
Total rab 1 i < S VAR K] £ iyljkz
i=1 j=1 k=l i j k0
r
Block r ab T R2 (/ab) T R2
k=1 e
A a rb G (!/rb) € a2
b=l i
B b ra { B} /r) X Bg2
j=i X J
' a
AB ab r s ET,jg e L Eqip?
. i=l j=I ° i




For the example we find

©)

@

©)
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@

G

Source of | Number of Observations | Sum of 2 Raw %?)
variation |Totais Squared | Per Total (Total) (ﬁ)/ 3

Correction | 18 950.4889 | 52.8049
Total 18 | 54,2673 | 54.2673
Block 3 6 317.3605 | 52.8934
N 3 6 321.5065 | 53.5844
K 2 9 475.9525 | 52.8836
NK 6 3 161.1969 | 53.7323
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Sample Calculations : (:)
Correction, G2 = (30.83)%= 950.4889

Total, < X Z’hkz'“ 2.2024].75%+. . .+1 .62%= 54,2673
|
g 2

Block, ZR,’ = 10.80%9. 110,262 = 317.3605

N, < a2 8.662+10.47%11.70% = 3215065
i

K, EBJZ - 14.822+16.012 = 475.9525

NK, 3 imz = 4.2|2+4.452+...+5.e72 = 161.1969
i J

IV, Complete the Analysis of variance, ANOVA, table :

ANOVA
Source of | Degrees of | Sum of Mean
Variation | Freedom Squares | Square F
Total rab - | SSTOT
Block r-| SSR MSR FR
A a-|I SSA MSA Fa
B b - | ssB MSB Fg
AB (a~1)(b-1) | SSAB MSAB Fag
Error (r-1)(ab-1)} SSE MSE

¢ CV =
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Calculations: (Flrst three columns from preliminary table)

6.

Except for the "Error" line, ‘
Sources of Vartation =(D with "Correction" ~oml tted

. Except for "Error" and "ABY

Degrees of freedom =(2 minus |.
a. Degrees of Freedom for "AB" = (a-1)(b-l)

b. Degrees of Freedom for "Error" = (r-1)(ab-1)
= TOTal dof.— BlOCk dofo" A dof.- B dofo- AB dofo

. Sums of squares: Exce%for "AB" and "Error"

Sum of squares = - "cTv
a. ss AB =(5) -CT - SSA - SSB
b. SSE = SSTOT - SSR -SSA - SSB - SSAB

. Mean squares: (Not computed for Total)

a. Dlvide the sum of squares by the degrees of Freadom on
the same line In the ANOVA table

. F column: Divide the other mean squares by MSE

a. Fg = MSR/MSE
b. Fp = MSA/MSE
c. Fg = MSB/MSE
d. Fag = MSAB/MSE

g cv = ( VMSE / %) 100, where 'y = G/rab
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For the numerical example we have :

ANOVA
Source | d.f. SS Ms | F
Total 17 ]1.4624
Block -2 0.0885 0.0443 0.99
N 2 0.7795 0.3898 | 8.74
K | 0.0787 0.0787 1.76
NK 2 0.0692 0.0346 0.77
Error i0 0.4465 0.0446

g cv = 12.3%

Sample Calculations:

|. Source of Varlation - From(:), Preliminary table.

2.

Degrees of Freedom -C:) minus |

AB d.f. = (a=1)(b-1) = (3-1)(2-1) = 2

Error d.f.s (r=1)(ab=1) = (3-1)(6=1) = 10
=17-2-2-1-2=10

Sum of Squares —(:) minus CT

SSTOT = 54.2673 - 52,8049 = 1.4624
SSR = 52.8934 - 52,8049 = 0,0885
SSA = 53.5844 - 52,8049 = 0.7795
$SB = 52.8836 - 52.8049 = 0.0787

SSAB = - CT - SSA - SSB
= E3 7323 - 52.8049 - 0.7795 - 0.0787 = 0.0692

SSE = SSTOT - SSR - SSA - SSB - SSAB
= [.4624 - 0.0885 - 0,7795 - 0.0787 - 0.069220,4465

Mean squares - SS/ d.f.

MSR = 0.,0885 / 2 = 0.0443
MSA = 0.7795 /.2 = 0.3898
MSB =0,0787 / | = 0.0787
MSAB = 0.0692 / 2 = 0.0346
MSE = 0.4465 /10 = 0.0445
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Fr = 0.0443 / 0.0446 = 0.99
Fa = 0.3898 / 0.0446 = 8.74
Fg = 0.0787 / 0.0446 = [.76
Fag = 0.0346 / 0.0446 = 0.77
6. $ CV = (\/Mse /%) 100, y = G/rab = 30.83/18 = 1.7128
g Ccv o= ( \Ao446 7 1.7128) 100 = 12.3 %

5igntficance Tests

The value in the F column may be used to test the signiflcance
of the factors usod in the experiment. We look in the 5¢ and
|1¢ F tables to find the F valuecin the column headed by the
degrees of freedom for the factor belng tested and the row for
the error degrees of freedom. [ the F In the ANOVA table Is
targer than the |% F the factor is "highly significent". If

it is larger than the 59 F but smaller tna the i$ F the fact-
or is "significant". If It Is smahler than the 5% F It Is

" not significant".

Fa Is used to test the factor A means, Fg Is used to
test the factor B means, and FAB is used to test the dlffer-
ences among the Individual freatment comblnations. FR provides
an approximate test of the effectiveness of blocking In reduc-
ing the experimental error.

In the present example at 2 and 10 d.f. the I$ F Is
7.56 and the 5% F is 4,10, Since 8.74 is larger than 7.56 the
differences between Nifrogen means are highly significant.
And since 0,77 is smaller than 4.10 the AB effect Is not sig-
nlficant. Also, 0.99 is smaller than 4.10 which means that
blocking was not effective in reducing error. At | and 10 d.f.
the 1% F is 10.04 and the 5¢ F is 4.96. Since 1.76 Is smailer
than 4.96 the difference between Potasslum means is not sig-
nificant.



- 48 -

Standard Errors: Two kinds of standard errors are computed:

i . Standard errors of the means, and 2. standard errors of
+he di fferences between means.

[. Standard Errors of means, s;

a., Factor A means, S?A

S3A =\[MSE / rb
b. Factor B means, s;B

SyB =\[MSE / ra
c. Individual AxB means, S§AB

S;/'AB”\} MSE / r

+ 2. Standard errors of dlfferences between means, Sg

a. Difference between two factor A means, Sga

sap = 2 MSE / rb
b. DIlfference between two factor B means, Sgg
Sag” \[2 MSE / ra

c. Difference between AxB means, Sgag

SdAB = \IZMSE /r

For the numerical example the standard errors are:
|. Means

a. Nitrogen means, s-, *® Vf0.0446 / 6 = 0.0862
/

b. Potasslum means, sgp =\[ 0.0446 / 9= 0.0704

c. N X K Means, S§AB =\/0.0446 / 3= 0.1219

2. Differences between means

a. Two N Means, sg, =\ (2)(0.0446)/6 = 0.1219

b. Two K Means, szg = \[ (71 (0.0446)/9 = 0.0996

c. Two N x K means, sgao=\/ (2)(0.0446)/3 = 0.1724
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Presentation of Results :

The presentation of results depends on +he slignlficance of
the factors. ¥ the AB effect Is slignfficant the results are
given In a two-way table of means with the standard error,

s?AB as follows:
Mean yleld for combinations of factors, A and B.
Factor B
Factor A i 2 B
! Yir Yiz o+ Yib
z Yo Y22 ot 0t Yab
a yal ya2 . e e ;ab

Standard error =V MSE/r

Where yij = Tij'/r

| the AxB effect Is not significant but one or the
other of the factors is signiflcant the results are glven [n
one-way tables of means for the significant factors:

Mean ylelds at various Jevels of factor A

Standard
Factor A | 2 eie a Eirror

Mean y, Y2 - ;a S;A =\/MSE/rb

Where y; = WAL

Mean ylelds at varlous levels of factor B

Factor B { 2 .« o e b Standard Error

Mean Yy Y2 o+ Yo |59 =\/MSE /ra

Where y, = B, / ra
MRS T
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fn the present example the A x B effect was not signi-
flcant, nor was the Potassium factor. The Nitrogen factor was
highly significant. We can summarize the results in the fol-
lowing table : .

Table |. Mean yield of barley at di fferent level of
added Nltrogen

Standard
Nitrogen (Kg/Ha) 0 25 50 Error !

Mean yleld (T/Ha) | 1.44 1,74 1.95 0.09

Exercl se

A barley breeder wanted to determine the effect of row spac-
ing and planting date on the yleld of bariey. He conducted 2
factorial experiment with the following factors:

Factor A. Spacing: S|= I5cm, So= 20cm, SS= 25cm, S, 30cm.
Factor B. Planting Date: D|= Early, Dz=-La+e.

The experiment was run using a randomi zed block design with
three blocks. The field lay-out and yield (kg/ha) were as
fol lows:

SZDZ S4D| S|D2 SBDI S3D2 Sle

3308 3883 2537 261 | 2487 2362'

S0, | S0 | 5402 | Si% | 5% | 35%

3642 2867 3546 2315 1454 2458

Sle 530| 5302 Sle 5202 SADI

2966 3142 2759 2610 2470 2583

1510, | 8402 | S2P2 | SaP S0, | 592

2417 4058 2685 2792 § 2662 2162

Conduct a statistical analysis of these results.
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SPLIT - PLOT EXPERIMENTS

Characteristics

Split-Plot Experiments are factorial Experiments in which the
jevels of one factor are assigned at random to large plots
(whole plots, main Plots) within blocks. The large plots are
then divided Into small plots (split-Plots, Sub-Plots) and
+he levels of the second factor are assigned at random fo the
smal | plots within the large plots.

For example, an agronomist wanted to study the effect
of three Irrlgation treatments and three Nitrogen fertilizer
treatments on the yleld of barley. The irrigation treatments
ragulre [arge plots, while the Nitrogen treatments, which:can
be spread by hand, can be applied to small plots. He used the
following factors:

Factor A = [rrigation: ||= None, |,= Once, |3= Twice
Factor B = Nitrogen: N,= None, N,= 25 Kg/Ha, Nz= 50 Kg/Ha

The experiment was run In four blocks. The fleld lay-out

and yleld (Kg/Plot) were
l il

NERE! Ny N | N

2| 8 | 20 14 | 20 | 23

Ny | Np| N3 Ny | N | Ny

25 | 14| 33 21 | 24 | 31

N Ns | N N, | N | N

18| 23] 35 9 | 20 | 38
irrigation:

L s o1y s
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N| N3 N3 N2 N3 Nl
11 36 22 30 20 9
N3 N| N2 NI Nl N3
18 22 24 23 11 29
N, N2 NI N3 N2 N2
i 35 16 36 20 20

Irriga-

tton. 1 '3 2 R I

Calculations for Statistical AQ§|ysis:

Assume that factor A at a levels Is assigned to the whole
plots, and factor B at b levels is assigned to the split-
plots, Assume there are r blocks. Let

Yiik = Yield of the [ th level of factor A, Jth
leve| of factor B In the kth block.
|. Make tables of totals as follows :
a. Factor A by block totals

Btock
Factor A | 2 . o o r Sum
I Ti.j Ti.2 . .. Ti.r A\
2 a0 T2z v Tarl e
a .Ta.l Ta.2 ot Ta.r Aa
Sum Rl R2 . o e Rr G
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Where
b
T, o= 2. vjy" Sum of yields In Ith level of Factor ¢
j=! in the kth block summed over levels of
factor B.
Ay = éé} Ty, Kk = Sum of all yields on 1th level of A.
k=

R, = é;: Tik® Sum of all yields in the kth block.
i=1 )

a r
G- S A = Z_ R = Grand fotal of all yields.
(=1 k=1

b. Factor A by factor B totals

Factor B

Factor A | 2 . o s b Sum

b T Tize o Tl M

2 T Tp. o Tl R

a Tal Ta?. .« o o Tab Aa

Sum Bl B2 . o . Bb G

in which r
Ty, = = yj k= Sum of ylelds on Ith level of
k=1 factor A, jth tevel of factor B

summed over blocks.

a
Bj= EZ_ T'J.= Sum of all yields on j th level of Bj
j=| and Al, G are as before. .
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in the numberical example these tables are :

a. Factor A x Block

Block
irrigation| T I IIL ja's Sum
[ 45 44 40 51 180
67 64 62 58 251
88 92 93 89 362
Sum 200 200 195 {98 793

Sample Calculatlons :

'3
T, " a8+ 14+23=45
1.1 j= %jl
4
A = % T|.k = 45 + 44 + 40 + 5| = 180
k=

3
R|=§T|_|=45+67+88=200

3 4
G = fE:A] = 'Ei Rk =| 80+ 2514362 = 200+200+195+198= 793
t=l k=1
b. Factor A x Factor B

NI trogen

Irrigation | 2 3 Sum

| 44 54 82 180
2 63 88 100 251
3 88 131 143 ' 362

Sum 195 273 325 793
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Sample Calculations:

U gy”“aa 14 + 11 + 11 = 44

3
By = = T, = 44+63+8 =195

——

=l

2. Fill in a table of preliminary ANOVA computations:
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Q

5

©

O

®

Source of Number of Qbservations Sum of 2 Raw S
Variation Totals Squared Per Total (Total) @ /G
Correction | rab 62 CT= G2/rab
Total rab | =3 égyukz 3 giy 2
i ok Y Pg ok
Block r ab é sz (!7ab) é R
k K
A a rb gAiZ /by a2
i i
Error (A) ra b g gTi,kz (!/0) €T|.k2
ik k
B b ra iajz (!/ra) {BJZ
J J
Ab ab r g €152 (t/r) ginj.z
g i J
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For the numberical example this table is

O © ® ® ®

Source of Number of Observations Sum of 2 ) ?ég %g)
Variation Totals Squared* Per Total (Total) 4)/(3
Correction | 36 628,849 CT= 17,468.02
Total 36 | {9,911 19,911.00
Block 9 157,229 17,469.89

i 3 12 226,445 18,870.42
Error (A) 12 3 56,733 18,911.00

N i2 218,179 18,181.58

IN 9 4 78,643 19,660.75
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* |n thls example : r=4, a=3, b=3

Sample calculatlons

Correction,

Total, igiyijk% 2424824, . . +20%= 19,911
i J k

: @

c2= (7931)%= 628 849

- Block, -3 Rk2 = 2002+200%+1952+1982= 157,229

k
-, iA,Z = 1802+ 2512+362%= 226,445
|

- Error (A), Ei_iiT'.k2= 4524442+ L .+ 892 = 56,733

- N, £8J2= 1952+ 2732+ 3252 = 218,179
J

- IN, i g T|J.2= 442+ 5424 o + 1432= 78,643

|

3. Complete the analysis of variance, ANOVA, table:.

J

Ik

Source of Degree of Sum of Mean
Variation Freedom Squares Square F
Total rab - | SSTOT
Block r-1 SSR MSR Fr
A a-| SSA MSA FA
Error (A) (r-1)(e-1) SSEA MSEA
B b -1 SSB MSB Fg
AB (a=1)(b-1) SSAB MSAB FaB
Error (AB) | a(r-1)(b-1) SSEAR MSEAB
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Calculation

Entrlies In the flrst three columns are taken from the prellmi-
nary table.

Sources of variation : @ with ncorrection” omltted and
"error (AB)" added.

Degrees of freedom : @ minus | except error (A) d.f.=
(r -1)a -1

AB d.f. = (a - 1)(b - 1)

Error (AB) d.f. = alr - 1Y - 1)

Sums of squares : () winus "CT" except

SSEA = - SSR - SSA - CT

SSAB = - SSA - SsB - CT

SSEAB = . SSTOT - SSR - SSA - SSEA - SSB - SSAB

Means squares (not computed for total).
Divide the sum of squares by the degrees of freedom on the
same line In the ANOVA table.

F column. Entries are computed as follows :
Fr = MSR/MSEA
Fp = MSA/MSEA
Fg = MSB/MSEAB
Fag= MSAB/MSEAB
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~ The ANOVA table for the numerical example Is

ANOVA
Source d.f. | - SS MS F
Total 35 2.442.98
Block 3 1.87 .62 .10
| 2 i,402.40 701 .20 | 108.71
Error(A) 6 38.71 6.45
N 2 713,56 356.78 30.62
IN 4 76.77 19.19 .65
Error(AB) 18 209.67 I1.65
Sample Calculations :
- Sums of squares
SSTOT = - CT = 19,911 - 17,468,02 = 2,442.98
SSR = - CT = 17,469.89 - 17,468.02 = |.87
SSA = - CT = 18,870.42 - 17,468.02 = |, 402.40
SSEA = (® - CT - SSR - SSA = 18,911.00 - |7 468.02
- 1.87 - 1,402.40 = 38.7|
SSB = -.CT = 18,181.58 - 17,468, 02 713.56
SSAB = - CT - SSA - SSB = 19,660.75 - 17,468.02
- 1,402.40 - 713.56 = 76,77
SSEAB = SSTOT - SSR - SSA - SSEA - SS8 - SSAB

2.442.98 - |.87 - 1,402,40 - 38.71 - 713. 56
- 76.77 = 209.67

- Means squares = SS/d.f.

- F values
FR = MSR/MSEA = 1.87 / 6.45 = 10
FA 2 MSA / MSEA = 701.20 / 6.45 = 108.71

F_ = MSB / MSEAB = 356.78 / 1.65 = 30.62

B
F. = MSAB / MSEAB = 19.19 / 11.65 = 1.65

AB



- 61 -

4, Signiflcance Tests

Entries in the F column are used to test the signlficance
of the factorial effects. We can look in the 5% and 1% F
tables In the column headed by the degrees of freedom for the
effect being tested, and the row for the degrees of freedom
for the mean square in the denominator of the F ratio. {f
the F In the ANOVA table Is larger than the 1% F the effect
Is termed highly significant; If It is larger than the 5% F
but smaller than the 1% F the effect Is termed significant;
if I+ |s smaller than the 5% F the effect is not consldered
significant. FR provides an approximate test for the effect-
iveness of blocking in reducing error.

(n the example gliven above the 54 F at 2 and 6 d.f. Is
5.14 while the 1% F is 10.92. Since 108.71 is larger than
10.92 the effect of irrigation Is highly signiflcant. At 2
and 18 d.f. the 5% F Is 3.55 and the 19 F Is 6.0l. Since
30.62 Is larger than 6.0l the nitrogen effect Is consldered
highly slgniflcant. At 4 and 18 d.f. the 5% F Is 2.93 and .
the |% F |s 4,58, Since 1.65 Is smaller than 2.93 the Irri-
gatlon by nltrogen effect |s not significant. At 3 and 6
d.f. the 5% F is 4.76. Since 0.10 1s less than 4.76 blocking
was not effective In reducing experimental error.

5. Standard Error

There are two types of standard error: standard errors
of means, and standard errors of differences between means.

a. Standard errors of means : s;

i) Factor A means, S

5§A= \/MSEA / rb

i1) Factor B means, sZ
yB

5';B= \/MSEAB / ra

[11) AxB individual means, S ;B

S - =\/MSEAB / r
yB

yA
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b, Differences between means, 5

|) Difference between two A means, Ya, = Ya|

sga = \/2 MSEA / rb
i1) Difference between two B means, 7b2 - Yb)

s3g ° \/2 MSEAB / ra
111) Ol fference between two B means at the same level

of Ay Ya1p2 ~ Yalbl

S3AB = \/ 2 MSEAB / r
{v) Difference belween two A means at same or dlfferent
level of B, Yy -y = -7
* 7a2bZ2  TalbZ or Ygoup ~ Yalbl

s5 = V2 [ - 1) mserB + MSEA] / rb

For the num erical example the standard errors are :
a. Means

I} Irrigation means

S -[useas b =\[6.45 / (@)(3) = .73

ii) Nitrogen Means
S%a =\/MsEAB / ra =\[11.65 / (43(3) = .99

111) Irrigation & Nitrogen means

SyAB = \[MSEAB / r = \/11.65 /4 = L.7I
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b. Differences between means
i) Two Irrigation means

— ————————
Sga ” 2MSEA / rb = \/(2)(6.45)/(4)(3) = |.04

11) Two nitrogen means

s3s =\/ 2MSEAB / ra = \/(2)(II.65)/(4)(3) = .39

ii1) Two nitrogen means at same level of irrigation

SGAB = \/?MSEAB / r= \[(2)(11.65)/4 = 2.4

iv) Two Irrigation means at same or di fferent level of
nitrogen

53 =\/2[(h-|) MSEAB + MSEA] /rb

=v2 [ (3-11(11.65) + 6.45] / (4)(3) = 2,23

6. Presentation of resuits

As in the ordinary factorial experiment, the presentation
of results depends on the outcome of t+he slignificance tests.
¥ the AB effect Is significant the results are summarl zed
in a two-way table of AxB means as follows:

Mean yleld at various comblinatlons of factors A and B

Factor B
Factor A | 2 . o o b
' Y Yiz - Yib
2 Y24 Yoo Yo
a Yal ya2 yab

Standard error = \/MSEAB /r
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Where _
YIJ= T'J./r

[f AB |s not signlficant the results are presented In
one-way tables of means for the significant A or B factor,

or both, We have

Mean yleld at various levels of factor A

Factor A I 2 e v a Standard error
Mean ;I. ;2. c .. ;a. 5§A=\/MSEA / rb
in which

y; = A' / rb

|f factor B is significant we use

Mean yleld at various levels of factor B

Factor B | 2 .« o e b Standard error
Mean - - - ‘[
Y.I y.z ¢ » . y'b S;B = MSEAB /ra
Where _
y.J = Bj / ra

In the present example the Irrigation x nitrogen (IN)
effect Is not significant., However both the | effect and the
N effect are highly signlficant. We can summarize the result

in two tables of means:

Table |. Mean Yleld of Barley (Kg/Plot) under Three lrriga-
tion Treatments. '

irrigation None Once Twice Standard Error

Mean 15.00 20.92 30.17 .73
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Table 2. Mean Yield of Barley (Kg/Plot) under Three Nltrogen

Treatments.
titrog:n Non:: 25 Kg/Ha 50 Kg/Ha | Statdard-error
Mean 16.25 22.75 27.08 .99

Exercise

An experiment was designad to test the effect of previous
treatment and nitrogen ferti|lzer on the yield of wheat. Three
blocks were divided into three plots each and received the
following treatments

(Factor A) :-
CI = Fal low, C2 = Melons, C3 = Lentils.
In the late sumwer the plots were split and vhe spllt=

piots received the fol lowing treatments

(Factor B) :-
N, = No Nitrogen, N, = 50 Kg/Ha Nltrogen.

The area was then uni formly seeded to wheat, and yleld
determined the following summer. The fleld plan and yield
(Kg/Pit) were as follows :

Cy - Cl - CZ'

! n TN, Ny [N NN

25.3| 21.0} 15.5| 22.2 13.8] 19.3

1s.0| 24.2} 22.7] 24.8 18.0( 13.5
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T N, NI N2 N| N| N2
20.5] 13.2] 25.4| 15.2] 22.3| 28.4

Conduct a statistical analysis of the results of this
experiment.
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STRIP - PLOT EXPERIMENTS

Characteristlics :

strip-Plot Experiments are a special case of Split-Plot
Experiments. In Strip-Plot trials the a levels of factor A
are assigned at random to strips of plots within the r biocks,
using a different randoml zation in each block. The b levels
of factor B are then assigned at random to strips of plots,
within the blocks, which are at right angles to the factor
A strips.

For example, an agronomist wanted to measure the effect
of two Autumn or Fall tillage treatments and three spring til-
lage treatments on the yleld of wheat. Becausé of the size of
machinery involved the spring treatments were applied tostrips
of plots at right angles fo the Autumn treatments. He used the
fol lowing treatments :

Factor A = Autumn(fall)tiliage : F= Chisel, Fy® Subsoi |
Factor B = Spring t1llage Sl= Plow, S,= Sweep, 53=Offse+disk.

The experiment was run in three biocks. The field lay-
out and yields (Kg/Hectare) were

| Plow SI Disk 53 Sweep S,
Chisel Fl 312 315 278
Subsol | F2 518 222 267

N ) Disk 53 Plow S| Sweep S2
Subsoil F, 334 374 296
Chisel F| 314 350 286




(AR

Subsoi l F2

Chisel F|
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.Disk S Sweep S2 Plow S'
298 228 384
312 309 361

Calculations for Statistlical Analysls

Assume that there are a levels of facto

of Factor B. and r blocks. Let

L

of factor B in the kth block.

|. Make Tables of Totals as follows:

a) Factor A by block totals

r A, b levels

k = Yield of the Ith level of Factor A, jth level

Block
Factor A | 2 . r Sum
' Tt Tz LI
2 o0 T2z Tor | M2
2 Ta.l Ta.2 ' Ta.r Aa
Sum Rl R2 . Rr G
Where b
T, = 2 vy Sum of ylelds on Ith level of A In the
' J=1 JK 1 +h block summed over levels of B.
.
Ay = 3 Tjy = Sumof all yields on ith level of A.

a
S Ti.x = Sum of all ylelds In the kih block.
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r
G = f%: A = §£: Rk = Grand total of all yilelds.
i=1 k=1 :

b) Factor B by block Totals :-

Block
Factor B | 2 e o e r Sum
I T'll T.lz . o T.'r BI
2 T.21 T 22 .. T.2r B2
b T.bi T.b2 T.br By
Sum RI R2 . . e Rr G

‘In which T gk~ gt yljk = Sum of yields on the Jth level
i=1 of B In the kth block summed over levels

of A.

|
B = = T jg = Sumof all ylelds on jth level of B,
k=1 and Ry, G are as before.

¢) Factor A by Factor B fotals

Factor B
Factor A | 2 .« o e b Sum
| TR Ti2. e e+ Tipb. Al
2 Tar. Toa, » =+ Tab, Ay
a Tal [y Taz. * * * Tabo Aa
Sum BI B2 .« o o Bb G
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L
Where Tjj.= <. Yjjk = Sum of yields on Ith level of A,
k=1 Jth level of B summed over blocks

and Ay, BJ, G are as before.

For the numerical example these tables are
a) Autumn tillage (A) by block

Block
Autumn(Fall) I I I Sum
F, Chisel 905 950 982 2837
F, Subsol | 807 1004 910 272!
Sum 1712 1954 1892 5558
Sample Calculations :
3
T, | = 2 yiy) =312+ 315 + 278 = 905
37!
A= 2 Ty = 905+ 950 + 982 = 2637
k=
2
Ry = ST, =905+ 807 = 1712
1=1
2 3
G= S A= = Ry 28372721 = 1712 + 1954 +
=1 k=1 1892 = 5558

b) Spring tillage (B) by block

Block
Spring 1 IT TIT Sum
Sl Plow 630 724 745 2099
52 Sweep | 345 582 537 1664
S3 Disk 537 648 610 {795
Sum 1712 1954 1892 5558




Sample Calculations :

* =1

_7]._

3
B, = ST, - 630 + 724 + 745 = 2099
kel

c) Fall tillage (A) by Sprin

g tillage (B) Totals

Spring
Autumn( Fal [) Plow S Sweep S, Disk S, Sum
Chisel F, 1023 873 941 2837
Subsoil Fy 1076 791 854 2721
Sum 2099 1664 1795 5558

Sample Calculations :

>

T, % iyilk =

312 + 350 + 361 = 1023
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2. Fill in a table of preliminary ANOVA calculations :

@

Source of

Number of

®

®

©),

Observations Sum of . Raw 5SS
Variation Totals Squared Per Total (Total) ®/Q
Correction | rab &? CT = GZ/rab
Total rab i é iiy”kz iiiyukz
Pk ik
Block r ab € Re2 (1/ab) T Re2
K K
A a rb £ R;2 (/b)) ZR;2
i 1 :
Error (A) ra b %%T‘-kz (/e ZE T2
B b ra < 82 (1/ra) 2.8;2
| ] j
Error (B) rb a ST 2 (1/a) ST .2
.Jk JK
J K J kK
AB ab r 2ET,.2
p g

(/) =571, 2
T
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Source of Number of Observations Sum of 2 l&s é
Variation Totals Squared* | Per Tofal (Total) /!
Correction | i8 30,891,364 CT= 1,716,187
Total i8 | {,748,880 i,748,880
Block 3 6 10,328,724 1,721,454
F 2 9 15,452,410 1,716,934
Error (A) 6 3 5,173,214 {,724,405
S 3 6 10,396,722 1,732,787
Error (B) 9 2 3,480,592 1,740,296
FS 6 3 5,206,912 |,735,637
*pra3 a=2,b=3




Sample Calculations :

Correction,

Tofal,i‘%ﬁkyijkn 312

Block, <. R2 = 17122+ 19542+ 1892
K

F

@

62 = (5558)% = 30,891,364

74 -

= 10,328,624

£ a2 = 2837% 2721%+ 15,452,410

2, 5152, ... + 361% = 1,748,880

Error (A) £< T 2" 9052+ 950%+...+ 910%= 5,173 ,214;

Ik
S

J
Error (B) 2{

J
FS

3. Complete the analysis

S S 1., 2.21023%4 813% ...+ 854
R

of varlance, ANOVA, table :

2

s B2 = 20992 + 16642+ 17952 = 10,396,722

T 2 6302+ 724%+...+ 610°= 3,480,592
ko -

2= 5,206,912

ANOVA
Source of Degreses of Sum of Mean F
Variation Freedom Squares Square
Total rab - | SSTOT
Block r-| SSR MSR FR
A a-| SSA MSA FA
Error (A) (r-1)(a-1) SSEA MSEA
B b - | SS8 MSB Fa’
Error (B) (r-1)(b=1) SSEB MSEB
AB (a-1)(b-1) SSAB MSAB Fag
(r-1)(a=1)(b-1) SSEAB MSEAB

Error (AB)
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Computations :

Entries in the first three colums are taken from the
preliminary table.

- Source of variation : (:)wlfh nCorrection” omitted and
“Error (AB)" added

- Degrees of Freedom : (:)mlnus | except
Error (A) d.f. = (r-1)(a-1)

Error (B) d.f. (r-1)(b=1)
AB d.f. (a-1){(b=-1)
Error (AB) d.f.= (r—l)(a—|)(b-|)

- Sums of squares : (:) minus "CT" excep®
ssen = (9 - SSR - SSA - CT
sseB = (5) - CT - SSR - SSB
ssaB = (5) - CT - SSA - SSB
SSEAB = SSTOT - SSR - SSA - SSEA = S5B - SSEB - SSAB

- Mean squares : (Not computed for total)

Divide each sum of squares by the degrees of freedom
on the same line in the ANOVA table.

- F column :

FR = MSR / MSEA
FA = MSA / MSEA
Fg = MSB / MSEB
F__ = MSAB / MSEAB

AB
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The ANOVA table for the numerical example is

ANOVA
Source d.f. SS MS F
Total 17 32,693
Block 2 5,267 2,633 2,39
Autumn/Fal | | 747 747 0.68
Error (A) 2 2,204 1,102
Spring 2 16,600 | 8,300 14.82
Error (B) 4 2,242 560
FS 2 2,103 1,052 1.19
Error (AB) 4 3,530 882

Sample calculations :

- Sum of Squares

ssTOT = (® - CT = 1,748,880 - 1,716,187 = 32,693
SSR = (® - CT = 1,721,454 - 1,716,187 = 5,267
SSA= ® -CT = 1,716,934 - 1,716,187 = 747

SSEA = (® - CT - SSR - SSA

|,724,405 - 1,716,187 - 5,267 - 747 = 2,204
sse= (® -CT =1,732,187 - |,716,187 = 16,600

SSEB = (® - CT - SSR - SSB

= 1,740,296 - 1,716,187 - 5,267 - 16,600 = 2,242
ssAB = (® - CT - SSA -SSB

- 1,735,637 - 1,716,187 - 747 - 16,600 = 2,103
SSEAB = SSTOT - SSR - SSA - SSEA - SSB - SSEB -SSAB

= 32,693—5,267—747-2,204—!6,600—2,242—2,l03= 3,530
- Mean squares = SS/df
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- F values
FrR = MSR / MSEA = 2,633 / 1,102 = 2.39
Fa = MSA / MSEA = 747 7/ 1,102 = 0.68

Fg = MSB / MSEB = 8,300 / 560 = 14.82
Fag = MSAB / MSEAB = 1,052 /882 1.19

4, Significance fests :

The significance of the A, B and AB effects are tested
with the F values in the ANOVA table. First look in the 5%
and 14 F tables in the column for the degrees of freedom of °
the effect under test and the row for the degrees of freedom
for the mean square in the denominator of the F ratio. If
the F In the ANOVA table Is larger than the I¢ F the effect is
highly significant; If i+ Is larger than the 5¢ F but smaller
than the 1% F the effect Is significant; If it Is smal ler than
the 5% F the effect Is not significant. Fr provides an app-
roximate test of the effectiveness of blocking in reducing
error.,

In the numerical exampie, at | and 2 d.f. the 5§ F is
18.5| and the 1% F 1s 98,50. At 2 and 4 d.f. the 5% F Is
6.94 and the 1% F Is 18.00. Slince 14,82 Is larger than 6.94
but smaller than 18.00 the spring treatments are significant.
None of the rest of the effects have F values larger than the
54 F, so none of them are significant.

5. Standard Errors :

a. Standard errors of means : S
_ _ Y
Factor A means, A

- = MSE b
syA \/MSEA / r

- Factor B means, S;B

S§B= \/MSEB / ra

- AxB individual means, s?AB

SQAB = V[MSEAB /r
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b. Differences between means, Sy
- DIlfference betwesn 2 A means, QAZ - §AI

Sga = \/2 MSEA / rb

- Dlfference between 2 B means, ;BZ - ¥Ygi

S3g © \ﬁ MSEB / ra

- Difference between 2 A means at the same level of B,

Yaomo = Y '
A2B2 = "AlB2Z Saag" \/z[(b-nMSEAB + MSEA ] /rb

- Dlfference between 2 B means at the same level of A,

Yazs2 = YA2BI

S3pA \/2 [(a-1)MsERB + MsEB] / ra

- Difference between 2 A means at different levels of
B, - - -
YazB2 ~ YA1B)

s3 = \/z [(ab—a—b) MSEAB + a MSEA + b MSEB] /rab

For the present numerical example the standard errors are:
a. Means

- Fall treatment means

o e et ot

S;A=\/MSEA / rb = \/Woz 7(3)(3) = 11.06

- Spring treatment means

5 " \JMses / ra = \[560 /(3)(2) = 9.66

- Fall X Spring means
s;, = \/MSEAB /re= \/882 /3 = 17.15
AB
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b. DIifferences between means

-« Two Fall means

s =\f2 MSEA / b = [(2(1102/3)(3) = 15.65
A

- Two Spring means

S35 ° \/E WSEB / ra = [(2)(560/(3)(2) = 13.66

- Two Fall means with same Spring treatment

\/2 [ (b-1)MsEAB + MSEA | /rb
(

P

\/2 [(3-1)(882) +'||oz] / (3)(3) = 25.24

- Two Spring means with same fall treatment

s- =
daB

o e e i et it

a \/ 2 [(a-I)MSEAB + MsEB] /ra
A VS SR
- \E [(2-|)(882) i 560 /(3)(2) = 21.92

°3

- Two Fall means with different Spring treatment

53 \/ 2 [(ab-a-b) MSEAB + MSEA + bMSEB] /rab

=\/—2—---[(5;'3_‘2';_3)(882)+(2)(||02)+(3)(560)] /(3)(2) (3)
- " 23.0l

6. Presentation of Results :

The procedure follows that of the split-plot. First
look at the AB effect. If it is signiflcant the results are
summarlized In a two—-way t+able of A x B means:
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Mean yield at various combinations of factors AsB

Factor B
Factor A | 2 .« « s b
' Y Yiz o0 Yib
2 Ya1 Y2z o Yo
a Yoy Yaz *°° Yab

Standard error = V MSEAB /

Where Yij = TIJ. /r

| the AB effect Is not significant the results are
summarized in one-way tables of means for the significant A
or B factors. If A ls signiflcant we have :-

Mean ylelid at various levels of Factor A.

Factor A | 2 e o s a Standard error

a. sYp = \/MSEA / rb.

¥ Factor B Is significant the summary table Is

JMean yl L] yz. . * . ;

Where ;i = Ap / rb

Mean Yleld at various levels of Factor B.

Factor B | 2 .« o b Standard Error

Mean §.| 9.2 C e §.b S;B = \/MSEB / ra

——

in which Y i- B/ ra

In the present numerical example the only significant
effect was that of the spring treatments. Ve can summarize
the results as follows : -
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Table 1. Yield of Wheat (Kg/Hectare) under several Spring
Tillage Treatments.

Spring Tillage | Plow Sweep Disk Standard erro

Mean 349.8 277.3 299.2 9.66

EXERCISE

An Agronomist wanted to measure the effect of row spac-
ing and planting date on the yleld of durum, He decided to
use the following factors :

Factor A = Row Spacing: S|= 15¢cm, Sz= 25cm, 53= 35cm.

_Factor B = Planting Date : D\ = Early, D,= Late

]
To make the conduct of the experiment easier row spacing were
assigned to strips of two plots each within +he blocks, while
pianting dates were assigned to strips of three plots at right
angles to row spacings. There were three blocks. The field
plan and ylelds (Kg/Plot) were :

| S5 [ Sy | S2
o, |56 | 32 | 4
67 | 54 | 58

)
T S, | 55 | S2
p, |52 | 72 | 64
p, [38 | 62 | %0
1 S5 | 5
p, (63 | 54 | 68
p, 54 | 44 |5

Conduct a statistical analysis of the results of this experiment.
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Augmented Desligns
, for
Preliminary Yield Trials

Plant Breeding activities at ICARDA includes the develo-
pment and screening of a large number of new selections. As
a part of the screening process the new selections are eva-
luated for yleld in a preliminary yleld trial. In the past
these trials consisted of single rows of the new selections
along with rows of one or more standard, or check, varieties
placed systematically throughout the trial. The new varietles
were evaluated, subjectively, by comparing thair yield with
that of a nearby check. Since the new selections were not
replicated it was not possible to perform a valid statis-

tical analysis of thelr ylelds.

in an effort to put yield analysis on a more sound sta-
tistical basis the Food Legume Imprvement Program and the
Cereal Crops Improvement Program have adopted the use of
" Augmented Designs " for some of their preliminary yleld
screening trials. These designs were developed by Federer
(1956, 1961) and described by Federer and Ragavarao (1975).
Their purpose is the evaluation, including statistical ana-

lysis, of a large number of new selections.

Design PLAN

The basic design plan is to divide t+he experimental
area into a number of blocks of test plots. With augmented
designs three or more check varieties are assigned at
random to plots within each block, while the remaining
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plots in each block are assigned to the new selections
under test. Although the check varieties are replicated
the new selections are not. They are assigned at random to
plots throughout the blocks. Yields of the new selections
are adjusted for block differences, which are measured by

+he check varieties which occur in every block.

Blocks need not all contain the same number of plots.
The trial is most efficient, however, 1f block size is
+he same for all blocks. Block size is determined by the
number of blocks, b, the number of check varieties, c, and
+he number of new selections, v. |f the block size is cons-
+ant (same number of plots in each block) the following
definitions and relationships hold :

number of check varieties per block

C

v = number of new selections

b = number of blocks

n = v/b = number of new selections per block.

p =c + n = number of plots per block.
N=bc+vs=bl(c+n)=total number of plots.

The total number of blocks is determined by the need
to have at least 10 degrees of freedom for error in the
analysis of the yield data. This, in turn, is determined
by the number of check varieties (c) used in the trial. In
the analysis of variance of the check varieties the exper-
minetal error has (b-1)(c-1) degrees of freedom. As a
result the number of blocks (b) must be such that the
fol lowing lnequality holds : b> [IO/(c-I) + l]. For exam-

ple, with four check varieties :
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b>[107a-1 + |]
b>4.33

The minimum number of blocks would be flve. Each block

would contain five or more plots depending on the number

of new selections to be tested.

In constructing the design the checks should be ran=
domly assigned to plots within each block. Little is lost,
however, |f one check is systematical ly assigned to, say,
the first plot In each block. The other c-I checks are as=
signed at random to c-1 of the remaining plots in each
block. The v new selections are then assigned to the re-

maining bn plots in the trial.

For example, suppose we want to evaluate 24 new selec-
+ions and use three checks with one systmeatically assigned
to the first plot in each block. We would require a minimum

of b>[10/0-1) + = b>6

Assume we choose to use 6 blocks. Then

c=3:A,8,C

v=242:1,2, ...., 28

b =6

n=v/b=24/6 =4
p=c+n=>5¢* 4 =7
N=bc+ve=(6)(3)+24=42

The . field plan might appear as follows :
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BLOCK
| i 1l v \ vi
A A A A A A
I3 17 21 2 B 19
8 c 8 12 C
8 c I5 10 5 20
c 24 B c 16 B
18 B 1 3 6 4
i1 23 22 c 14
ANALYS IS

The first step in the analysis Is to construct a two-way

table of check yields, totals, and means :

CHECK BLOCK TOTAL MEAN
VARIETY | 2 3 ces b
| X2 X3 ... Simo¢ X,
X X X .o x2b C' X
2 21 722 23 * 2 2
¢ Xct *c2 X3 °° Xcb Cc e
TOTAL Bl 82 83 . oe Bb G M
In this table

le
Bj

- Sx,

- Yield of the 1™ check in the J™" blcck.
- sum of all checks In the J' block.



- 86 -

Cl = :§ x"j = sum of all yields of the l*h check.

G = %BJ =2|C' = Grand total of all check
ylelds.

X, = C,/b = mean yleld of the 1™ check.

M =

Z;i = G/b = sum of the check means.

The next step Is to compute an dajustment factor, r'J,
for each block. This is computed as :

rJ= (I/c)(BJ~M)

NOTE : as a check on the computation, i ry= 0
: J

A table of the actual ylelds of the new selections, and
the yields adJjusted for the effect of the block in which the

new selection was grown can now be constructed :

YIEWD
SELECTION BLOCK OBSERVED ADJUSTED

A
| Yy Y

b ,\I
2 Yo b4

2] 2

A
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Where :
Yij = Yield of the 1 th ew selection (in the J*h
block)
<>i = ylJ - r. = Adjusted yleld of the ifh new

selection (adjusted for block
effect)
An estimate of experimental error which can be used to
compute standard errors and L.S.D.'s is mos? easily ob-
t+ained using an analysis of variance of the check y elds.

The format for +his is ¢

ANOVA
SOURCE d.f. Ss MS
Total bc - | SSTot

Blocks b - | $S8

Cheecks c -1 SSC

Error (b-1)(c-1) SSE MSE

The entrles in the ANOVA Table are computed as iollows:?

ssTot =S % X, 2 - 6%/bc
i |

] 2
SSB = u/c)g B2 - 6°/be
ssc = (I/b) Z c,2 - 62/bc
ssE = SSTot - SSB - SSC
MSE = SSE/(b-1)(c-1)

NOTE : The ANOVA in this table is simply @ randomized block
ANOVA on the check ylelds.
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An estimate of the experimental error is gliven by
‘52= MSE.

There are a number of kinds of differences to be com-
puted in an augmented design. These differences and their
variances are :

|. Difference between the means of two check varie-

ties :
Variance = 2MSE/bC2

2. Difference between adjusted yields of two new se-

lections in the same block :
Variance = ZMSE = sb2
3. Difference between adjusted yields of two new se=
lections In different blocks:
Variance = 2MSE/(c+I)/c = s 2
4. Difference between the adjusted ylield of a new
selection and a check mean :
Variance = MSE (b+i)(c+I)/bc = svcz

5. Average variance of the difference between adjus-

ted ylelds of two new selections:
Variance = MSE (2c+1)/ € = s,2

NOTE :An L.S.D. based on the average variance, saZ, is
satisfactory for comparing adjusted ylelds of two new se-
lections in most cases.

Least significant differences (L.S5.D.'s) may be com-
puted using the variances, given above, In t+he following
way : ng___

L.S.D. = +a
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Where
fa = the 100a% (5% or 1%) two-tailled t with (b-1}
(c-1) degrees of freedom
52 - the variance of the differnce for which the

L.S.D. is being computed.

4. NUMERICAL EXAMPLE

A cereal breeder wanted to conduct a preliminary yleld

+rial on 30 new selections of Durum developed for use in
the A rainfall zone of northern Jordan. He wanted to com=
pare the new saelections against three standared varieties
l. ST = Stork, 2. Cl = Cimmaron, and 3. WA = Waha.
He had only enough seed of the new selections to plant 2
single 2.5 meter row of each, so he decided to use an au-
gmented design. Since he wanted to include ¢ = 3 standard

varieties he required a minimum of::”

b > [10/e-1) + 1]
b >[|o/(3-|) . |]
b >' 6
blocks to have sufficient degrees of freedom for estima-
t+ing experimental error. Using six blocks he has a design
with the following design characteristics :
|. Number of checks, ¢ = 3 ST, Cl, WA
2. Number of new selections, v = 30 : (1), (2), «onny
(30)
3. Number of blocks, b = 6
4. Number of new selections per block, n = v/t =
30/6 = 5
5. Number of plots per block, p =¢c + n =34 5 = 8.
Total number of plots, N = bc *+ Vv = (3)(6)+30=48.

e
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Suppose that the field plan, after randomlzation, and
the grain ylelds (kg/ha) were as glven In the following

plan :
| ] RE
Sel. Yield Sel. Yield Sel. Yield
(14) 2405 o 3023 (18) 2603
(26) 2855 (4) 3018 ST 2260
Cl 2592 (15) 2477 (27) 2857
(17 2572 (30) 2955 Cl 2918
WA 2608 WA 2477 (25) 2825
(22) 2705 ST 3122 (5) 2065
(13) 2391 (24) 2783 WA 3107
ST 2972 (3) 2055 (28) 1903
v v Vi

Sel. “'Yteld Sel. Yleld Sel. Yield

(9) 2268 (2) 1055 (29) 2915

(6) 2148 (21) 1688 (7) 3265
Cl 2940 ST 1315 Cl 3483
WA 2850 WA 1625 (1 3013
(20) 2670 Cl 1398 WA 3400
() 3380 (10) 1293 (12) 2385
(23) 2770 (8) 1253 ST 3538

ST 3348 (16) 1495 (19) 3643
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To begin the analysis a table of yields,

totals, and

means of the s*andard varleties (checks) is constructed.

For this set of data we have the fol lowing :
BLOCK

Variety | I L v v VI

Total Mean

Stork 2972 3122 2260 3348 1315 3538

16555 2759.17

Cimmaron 2592 3023 2918 2940 1398 3483

16354 2725.67

Waha 2608 2477 3107 2850 1625 3400

16067 2677.83

Total 8172 8622 8285 9138 4338 10421

The block adjustment factor, r,, isr, =

48976 2720.89

M 8162.67

(I/c)(BJ—M)

in which, for this analysis, C = 3 and M = 8162.67. These

factors for the élx blocks in this frial are :

Block | N i v \ Vi

r 3,11 153.11 40.78 325.11 -1274.89 752.78 0.00

J

The observed yields, yiJ’ of the new selections and

the adjusted ylelds, yi , are
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N A
Sel. Block OBS.y,‘j ADJ.ll Sel. Block OBS.ziJ ADJ'Z;

| 6 3013 2260.2 16 5 1495  2769.9
2 5 1055 2329.9 17 | 2572  2568.9
3 2 3055 2901.9 I8 3 2603  2562.2
4 2 3018 2864.9 19 6 3643 2890.2
5 3 2065 2024.2 20 4 2670 2344.9
6 4 2148 1822.9 2| 5 1688 2962.9
7 6 3265 2512.2 22 | 2705 2701.9
8 5 1253 2527.9 23 4 2770 2444.9
9 4 2268 1942,9 24 2 2783  2629.9
10 5 1293 2567.9 25 3 2825 2784.2
R 4 3380 3054.9 26 | 2855 2851.9
12 6 2385 1632.2 27 3 2857 2816.2
13 | 2391 2387.9 28 3 1903  1862.2
14 | 2405 2401.9 29 6 2915 2162.2
5 2 2477 2323.9 30 2 2955 2801.9

An analysis of variance is now done on the yields of
the standard (check) varieties. This glves an estimate of

t+he experimental error for the trial. The ANOVA for this

set of data is

ANOVA
Source d.f. SS _MS
Total 17 7,899,564
Blocks 5 6,968,486
Checks 2 20,051
Error 10 911,027 91,103

ov = (\V/MSE/%) 100 = (\/91,103/2720.89)100 = I1.1% '
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MSE = 91,103 is the sample estimate of the experimental

error for this trial.

The variances of the different types of comparison are:

DI fference between the means of two check varieties
sc2 = PMSE/b = (2)(91103)/6 = 30,368

Di fference between adjusted yields of two selec-

tlons in the same block

sb2 = 2MSE = (2)(91103) = 182,206
Di fference between adjusted yields of two selec-

tions in different blocks
sv2 = 2MSE (c+1)/c = (2)(91103)(4)/3 = 242,941
Di f ference between an adjusted selection yield and

a check mean
svcz = (b+1)(c+1) MSE/bc = (7)(4)Y(91103)/(6)(3) =

141,716
Average variance of the difference between two
adjusted selection yields
5.2 = (2c+1) MSE/c =[<2)<3)+|] (91103)/3 =
212,574

I+ is possible to compute an L.S.D. for each of the

preceding comparisons . However, the most useful compari-

sons are the comparison of a new selection with the mean of

a check variety and comparisons among the adjusted yields
of the new selections. The 54 L.S.D.'s for these compari-

sons are computed as follows :
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. For both L.S.D.'s the required +a'is the 5% two-
sided + with (b=1)({c-1) = (6~1)(3-1) = 10 d.f.
This value is ?105('0) = 2,228

2. The 5% L.S.D. for comparing an adjusted selection
yield with the mean yield of a check Is

LSR.05 = hoscior oucZ = 2-2%8 141,716 = 838.7

3, The 5% L.S5.D. for comparing two adjusted selection
ylelds may be computed using the average variance.
This L.5.D. is
LSD_O5 = +.05(|0) saz = 2.228\/212,574 =1,027.2

The results of this trial can be summarized for the
cereal breeder in the form of a "Report of Results". An

example of this type of report is given below.

REPORT OF RESULTS

A preliminary yield +rial was conducted to evaluate
thirty new selections of Durum tor possible use in the A
rainfall zone of northern Jordan. The new selections were
compared against three standard varieties, Stork, Cimmaron,
and Waha, using an augmented design with six blocks of
eight plots each. The mean ylelds of the standard varia-
ties and the yields, ad justed for block differences, of

+he new selections are presented in Table |.
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Table 1. Mean yields of standard varieties and ad justed
yield of new selections (kg/ha) arranged in
order of decreasing Ylelds.

Rank Sel. Yield Rank Sel. Yield Rank Sel. Yield
| 1t 3054.9 12 Cimm 2725.7 23 13 2387.9
2 21 2962.9 13 22 2701.9 24 20 2344.9
3 3 2901.9 l14 Waha 2677.8 25 2 2329.9
4 19 2890.2 15 24 2629.9 26 i5 2323.9
5 4 2864.9 16 17 2568.9 27 | 2260.2
6 26 2851.9 17 10 2567.9 28 29 2162.2
7 27 2816.2 I8 I8 2562.2 29 2024.2
8 30 2801.9 19 8 2527.9 30 1942.9
9 25 2784.2 20 7 2512.2 31 28 1862.2
10 6 2769.9 21 23 24449 32 6 1822.9
I Stork 2759.2 22 14 2401.9 33 12 1632.2

c.v. = 11.1% s“ = 91,103

tions are gre

Although the adjusted
ater than the yield of the highest check,

ylelds of ten of the new selec-

Stork, none of these yields is significantly (5%) higher.

On the other hand two of the new selections,
have a yield which is significantly (5%) les
yleld of the lowest check, Waha. A
the top 25 form a group in

6 and 12,
s than the

mong the new selections

which none of the adjusted

vields are significantly different.
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